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Abstract: Vehicle safety promises to be one of the Advanced Driver Assistance System’s (ADAS)
biggest benefits. Higher levels of automation remove the human driver from the chain of events that
can lead to a crash. Sensors play an influential role in vehicle driving as well as in ADAS by helping
the driver to watch the vehicle’s surroundings for safe driving. Thus, the driving load is drastically
reduced from steering as well as accelerating and braking for long-term driving. The baseline for the
development of future intelligent vehicles relies even more on the fusion of data from surrounding
sensors such as Camera, LiDAR and Radar. These sensors not only need to perceive in clear weather
but also need to detect accurately adverse weather and illumination conditions. Otherwise, a small
error could have an incalculable impact on ADAS. Most of the current studies are based on indoor or
static testing. In order to solve this problem, this paper designs a series of dynamic test cases with
the help of outdoor rain and intelligent lightning simulation facilities to make the sensor application
scenarios more realistic. As a result, the effect of rainfall and illumination on sensor perception
performance is investigated. As speculated, the performance of all automotive sensors is degraded
by adverse environmental factors, but their behaviour is not identical. Future work on sensor model
development and sensor information fusion should therefore take this into account.

Keywords: Camera; Radar; LiDAR; automotive engineering; adverse weather; sensor perception

1. Introduction

The causes of traffic accidents can be assigned to three reasons: driver-related, vehicle-
related and environment-related critical causes [1]. According to the Stanford Center for
Internet and Society, “ninety percent of motor vehicle crashes are caused at least in part
by human error” [2]. Thus, in order to eliminate driver-related factors, the demands of
autonomous driving vehicles have primarily driven the development of ADAS. Further-
more, vehicle-related factors are mainly related to the robustness of vehicle components.
For example, if the data coming from the sensors are not accurate or reliable, they can
corrupt everything else downstream in ADAS. Finally, environment-related factors also
raise challenges for road safety. For example, in a dataset of traffic accidents collected in
a Chinese city from 2014 to 2016, approximately 30.5% of accidents were related to harsh
weather and illumination conditions [3]. For these reasons, automotive manufacturers are
placing a very high priority on the development of safety systems. Therefore, a reliable
and safe ADAS can prevent accidents and reduce the risk of injury to vehicle occupants
and vulnerable road users. To fulfil this requirement, the sensors must be highly robust
and operate in real time while also being able to cope with adverse weather and lighting
conditions. As a result, multi-sensor fusion solutions based on Camera, LiDAR and Radar
are widely used in higher-level automation driving for a powerful interpretation of a
vehicle’s surroundings [4–6].
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According to road traffic accident severity analysis [3,7,8], late-night and adverse
weather accidents are more fatal than other traffic accident factors. Driving at night un-
der low illumination conditions and rainfall proved to be the most important, leading
to the highest number of accidents, fatalities and injuries. In the state of the art, some
studies have outlined the impact of the aforementioned environmental factors on sensor
performance [9–11]. For example, for illumination conditions, LiDAR and Radar are ac-
tive sensors which are not dependent on sunlight for perception and measurements as
summarized in [9]. In contrast, the Camera is a passive sensor affected by illumination,
which brings up the problem of image saturation [12]. The Camera is mainly responsible
for traffic lane detection, which is formed by the difference in grey values between the
road surface and lane boundary points. Namely, the value of the grayscale gradient varies
according to the illumination intensity [13]. The study of [14] demonstrated that artificial
illumination is a factor in detection accuracy. Meanwhile, object detection used in ADAS is
also sensitive to illumination [15]. Therefore, it is important to build a system with multiple
systems without depending on a single sensor.

Unlike the effects produced by illumination, which only have a greater influence on
the Camera. the negative effects of rainfall must be taken into account in all vehicle sensors.
Rainfall is a frequent adverse condition and it is necessary to consider the impact on all
sensors. In [16], raindrops on the lens can cause noise in the captured image, resulting
in poor object recognition performance. Although the wipers eliminate raindrops to
ensure Camera perception performance, the sight distance values vary with the intensity
of the rainfall to the extent that the ADAS function is suspended [17]. Furthermore,
in other studies and analysis results on the influence of rainfall on the LiDAR used in
ADAS, all sensors demonstrate sensitivity to rain. At different rainfall intensities, the
laser power and number of point clouds decrease, resulting in reduced object recognition
as the LiDAR perception is dependent on the received point cloud data [18,19]. This
effect is mostly caused by water absorption in the near-infrared spectral band. Some
experimental pieces of evidence indicate that rainfall reduces the relative intensity of
the point cloud [10]. Although Radar is more environmentally tolerant than LiDAR, it
is subject to radio attenuation due to rainfall [20]. Compared to normal conditions, the
simulation results show that the detection range drops to 45% under heavy rainfall of
150 mm/h [21]. A similar phenomenon is confirmed in the study of [22]. A humid
environment can cause a water film to form on the covering radome, which can affect the
propagation of electromagnetic waves at microwave frequencies and lead to considerable
loss [23]. Meanwhile, the second major cause of Radar signal attenuation is the interaction of
electromagnetic waves with rain in the propagation medium. Several studies have obtained
quantitative data demonstrating that precipitation generally affects electromagnetic wave
propagation at millimetre wave frequencies [24,25]. Therefore, the negative impact of
rainfall directly affects the recognition capability of the perception system, which results in
the ADAS function being downgraded or disabled.

No sensor is perfect in harsh environmental conditions. There are already several
scientific studies showing the experimental results of the sensors in different environments
and giving quantitative data. However, in most cases, these experiments are carried out
at static or indoor conditions [10,11,19,26,27], which makes it difficult to comprehensively
evaluate the performance of the sensor based on these laboratory data alone. This is because
for the actual road traffic environment, vehicles equipped with sensors drive dynamically
and ADAS is also required to cope with various environmental factors at different speed
conditions. To compensate for the limitations of the current implementation, in this study,
we design a series of dynamic test cases under different illumination and rainfall conditions.
In addition, we consider replicating more day-to-day traffic scenarios, such as cutting in,
following and overtaking, rather than a single longitudinal test. The study statistically
measures sensor detection data collected from a proving ground for autonomous driving.
Thus, a more comprehensive and realistic comparison of experimental data from different
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sensors in adverse environments can be conducted and we discuss the main barriers to the
development of ADAS.

The outline of the subsequent sections of this paper is as follows: The proving ground
and test facilities are introduced in Section 2. Section 3 presents the methodology for test
case implementation. Section 4 demonstrates the statistics from real sensor measurement
and evaluation for main automotive sensors. Limitations of sensors for ADAS are discussed
in Section 5. Finally, a conclusion is provided in Section 6.

2. Test Facilities

The proving ground and test facilities are introduced through our measurements
conducted at the DigiTrans test track. This proving ground is designed to replicate realistic
driving conditions and provide a controlled environment for testing autonomous driving
systems. The test track enables the simulation of various environmental conditions to
test the detection performance of the sensors under different scenarios. Further details
regarding the test track are provided in Section 2.1. Section 2.2 introduces three commonly
used sensor types tested in our experiments. These sensors are widely used in the current
automotive industry and their detection performance under adverse weather conditions
is of great interest. We introduced a ground truth system in Section 2.3 to analyze the
sensor detection error. This system allowed us to evaluate the accuracy and reliability of
the sensors in detecting the surrounding environment.

2.1. Test Track

DigiTrans is a test environment located in Austria that collaborates with national
and international partners to furnish expertise and testing infrastructure while supporting
testing, validation, research and implementation of automated applications within the
realm of municipal services, logistics and heavy goods transport. DigiTrans expanded the
decades-old testing site in St. Valentin (see [28]) in multiple phases to meet the demands of
testing automated and autonomous vehicles.

In our study, we are focused on the influence of adverse weather conditions on auto-
motive sensors. Namely, testing these technologies in a suitable, realistic and reproducible
test environment is absolutely necessary to ensure functional capability and to increase
the road safety of ADAS and AD systems. To create this test environment, DigiTrans has
built a unique outdoor rain plant (see Figure 1) to provide important insights into which
natural precipitation conditions affect the performance of optical sensors in detail and how
to replicate the characteristics of natural rain.

Outdoor rain plant

Proving ground St. Valentin (Austria)

Figure 1. Overview of DigiTrans test track in St. Valentin, Lower Austria, with outdoor rain plant ©
DigiTrans GmbH.

The outdoor rain plant covers a total length of 100 m with a lane width of 6 m. It
is designed and built to replicate natural rain characteristics in a reproducible manner.
Figure 2 shows a cross-section of the rain plant in a longitudinal driving direction.
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Figure 2. Cross-section of outdoor rain plant in a longitudinal direction with rain characteristics ©
DigiTrans GmbH.

The characteristics of rain are predominantly delineated by its intensity, homogeneity
distribution, droplet size distribution and droplet velocities. Rain intensity refers to the
average amount of water per unit of time (e.g., mm/h). Homogeneity distribution provides
information on the spatial distribution of rain within a specific wetted area, with the mean
value of homogeneity distribution being the intensity. Droplet sizes are measured as the
mass distribution of different droplet sizes within a defined volume, with typical diameters
ranging from 0.5 to 5 mm and the technical information can be found in [29]. It should be
mentioned here that natural rain droplets have no classical rain-teardrop shape [30]. The
fourth characteristic is droplet speed, which varies according to droplet size and weight-to-
drag ratio, as described in [31]. The present study conducted tests under two different rain
intensities, namely 25 and 100 mm/h, corresponding to mid- and high-intensity rain based
on internationally accepted definitions [32].

2.2. Tested Sensors

In our research, we primarily focus on the performance of three sensors (Camera,
Radar, LiDAR) widely used in the automotive industry. Table 1 shows their specific
parameters and performance. In the experiment, sensors and measurement systems were
integrated into the measurement vehicle, referred to as the “ego car”, shown in Figure 3.
Meanwhile, the vehicle’s motion trajectory and dynamics data recording were found using
GPS-RTK positioning (using a Novatel OEM-6-RT2 receiver) and the GENESYS Automotive
Dynamic Motion Analyser (ADMA). The GPS-RTK system was also used to provide global
time synchronization, ensuring that the sensor detection data transmitted on the bus were
aligned, making it easier to post-process the data.

Figure 3. Overview of sensors and measurement equipment integrated on the testing car.
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Table 1. The tested sensors with their respective information.

Mobileye 6 Series Camera [33] Continental ARS 408 [34] RoboSense RS-16 [35]

Picture

Distance range app. 190 m 250 m 150 m
Azimuth angle 38◦ 18◦ (far range) 360◦

Elevation angle 28◦ 14◦ (far range) 30◦

Cycle time app. 50 ms app. 72 ms 50 ms
Interface 500 kbit/s CAN-bus 500 kbit/s CAN-bus 100 Mbps Ethernet

Dimensions L122×W79×H43 mm L138×W91×H31 mm φ109 mm × H80.7 mm

2.3. Ground Truth Definition

In Figure 3, the RoboSense RS-Reference system is mounted on the roof of the vehicle,
which provides ground truth data in the measurement. Hence, we quantify the detection
errors of the sensors using the ground truth data. It is a high-precision reference system
designed to accurately evaluate the performance of LiDAR, Radar and Camera systems.
It provides a reliable standard for comparison and ensures the accuracy and consistency
of test results. The RS-reference system uses advanced algorithms and sensors to provide
precise and accurate data for multiple targets. This allows for high-accuracy detection
and tracking of objects, even in challenging environments and conditions. Due to the
involvement of multiple vehicles in our test scenarios, the use of inertial measurement
systems relying on GPS-RTK is unsuitable as these systems can only be installed on one
target vehicle. In our case, multiple object tracking is essential, which is why we opted for
RS-reference.

To validate the measurement accuracy of the RS-reference system, we compared it
with the ADMA. The latter enables highly accurate positioning with an accuracy of up to
1 cm. Therefore, ADMA is used as a benchmark to verify the accuracy of RS-Reference.
The target and ego cars are equipped with ADMA testing equipment during the entire
testing process. Additionally, the RS-Reference is also installed on the ego car. Due to the
difference in the reference frame, the reference benchmarks for ADMA and RS-Reference
on the ego car are calibrated to the midpoint of the rear axle. On the target car, the
ADMA coordinate system was transformed to the centre point of the bumper to serve
as a reference, which is consistent with the measurement information provided via the
RS-Reference. The accuracy information is summarized in Table 2. RS-Reference does
not perform as accurately as ADMA in longitudinal displacement errors. In light of our
designed test cases, multiple targets must be tracked. With limited testing equipment, RS-
Reference can meet multi-target detection needs, which provides excellent convenience for
subsequent post-processing. Therefore, the measurement information from RS-Reference
can serve as ground truth to support evaluating other sensors’ performance.

Table 2. Accuracy of RS-Reference compared with GENESYS ADMA.

Measurement Information Precision

Target longitudinal direction (m) 0.131
Target lateral direction (m) 0.028

Target longitudinal speed (m/s) 0.054
Target lateral speed (m/s) 0.008
Target heading angle (rad) 0.012
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3. Test Methodology

The methodology for test case implementation involved a total of seven different
manoeuvres included in the overall manoeuvre matrix. These scenarios were carefully
selected to replicate real-life driving situations. To cover a common repertoire of manoeu-
vres, each test scenario considers both low and high vehicle speeds. One main research
question of this project is to assess the influence of different day and weather conditions
on sensors such as LiDAR, Radar and Camera. Figure 4 shows the test matrix with all day
and weather conditions. The examined experiments were performed during the daytime
on a dry/waterlogged road. Meanwhile, The tests were also conducted under moderate
and heavy rain. For nighttime conditions, all tests were conducted under conditions with
good artificial lighting. The combinations of weather conditions were, respectively, dry
road and simulated moderate and heavy rain. Therefore, all scenarios were performed on
the dynamic driving track underneath the rain plant of the proving ground (see Section 2),
thus ensuring consistent experimental conditions.

Figure 4. Structure of weather combination.

Finally, 276 test cases were performed. Each weather condition consists of seven
manoeuvres with two variations in speed and each variation was repeated three times to
allow an additional statistical evaluation. To get as close as possible to automated driving
behaviour, each vehicle that was equipped with Adaptive Cruise Control (ACC) had it
activated while driving. Hence distance maintenance to the front target and acceleration
or deceleration of the vehicle were controlled by ACC. Since the rain simulator is only
100 m long; the main part of the manoeuvre should be performed under the rain simulator.
Table 3 illustrates the entire test matrix with pictograms and a short description.

Table 3. Test cases description.

Manoeuvre Pictogram Short Description

Accelerate Leaving

The target vehicle in front accelerates and
drives away from the ego vehicle, this
case represents a drive off from traffic

lights or stop sign.

Accelerate Approach

This case depicts ego car heading
towards and approaching traffic

congestion or slow-moving traffic. Ego
car with ACC function automatically

slows down and maintains a safe
distance from the target car.
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Table 3. Cont.

Manoeuvre Pictogram Short Description

Lateral Leaving

An evasive manoeuvre or a lateral lane
change are presented. The test speed
covers different situations from low

speed to high speed and the target car
performs double lane change after

reaching the preset speed.

Cut-in

Cut-in is a common driving behavior.
Ego cars with ACC function follow the
front car while the side-by-side vehicle
accelerates to overtake and cut in at a

preset speed.

Cut-out

The opposite of the last described action
is the cut-out. Under the condition of

activating the ACC following function,
the front car cuts out to the adjacent lane

and performs the overtaking.

Separation Test

This scenario presents an ego car with
ACC function approaching traffic

congestion or waiting for a red light. It
usually occurs in urban scenarios with

multiple lanes.

Platoon Test

Vehicle platooning often occurs on
highways and using the ACC function
allows for smaller speed fluctuations to

keep up with traffic.

4. Results and Evaluation

After a series of post-processing work episodes, we collected 278 valid measurement
cases, each sensor containing more than 80,000 detection data, which provided the statistics
from real sensor measurement and evaluation for main automotive sensors. In this section,
we demonstrate the quantitative analysis for each sensor to show the detection performance.
Since the distance of the rain simulator is only 80 m, the collected data are filtered based on
GPS location information to ensure that all test results are produced within the coverage
area of the rain simulator. For rainfall simulation, we split measurement into moderate and
heavy rain conditions with intensities of 25 mm/h and 100 mm/h, respectively. Meanwhile,
the artificial illumination condition is also considered in our test. Additionally, we also dis-
cuss the influence of detection distance on the results. However, due to the rain simulator’s
length limitation, environmental factors’ effect on sensor detection is not considered for this
part of the presentation of the results. As introduced in Section 3, the test scenarios have
been divided into two parts: daytime and nighttime. The daytime tests are further divided
into dry and wet road conditions, as well as moderate and heavy rainfall conditions, which
will be simulated using a rain simulator. For the nighttime test, the focus is only on dry
road conditions and moderate rainfall, given the test conditions. This approach thoroughly
evaluates the systems’ performance under different weather and lighting conditions.

According to the guide to the expression of uncertainty in measurement [36], the
detection error can be defined in Equation (1), where Datameasured can be regarded as the
sensor measurement output and the ground truth is labelled Datare f erence. In addition, the
measurement error is denoted as εuncertainty. After obtaining a series of detection errors for
the corresponding sensors, we quantify the Interquartile Range (IQR) of the boxplot and
the number of outliers to indicate the detection capability of the sensor.

εuncertainty = Datameasured − Datare f erence (1)



Sustainability 2023, 15, 7260 8 of 19

In this study, our sole focus is on different sensors’ performance of lateral distance
detection. This is because autonomous vehicles rely on sensors to detect and respond to
their surroundings and lateral distance detection is essential in this process. An accurate
lateral detection enables the vehicle to maintain a safe and stable driving path, which is
critical to ensuring the safety of passengers and other road users compared to longitudinal
detection-related functions. By continuously monitoring the vehicle’s position in relation
to its lane and the surrounding vehicles, an autonomous vehicle can make real-time ad-
justments to its driving path and speed to maintain a safe and stable driving experience.
This information is also used by the vehicle’s control systems to make decisions about lane
changes, merging and navigating curves and intersections. A typical example is used in
Baidu Apollo, the world’s largest autonomous driving platform, providing trajectory plan-
ning via EM planner [37]. Therefore, the results of other outputs from sensors are presented
in Appendix A, while the focus of the following sections is solely on the performance of
the sensor for lateral distance detection.

4.1. Camera

Cameras are currently widely utilized in the field of automotive safety. Hasirlioglu
et al. [10] have demonstrated through a series of experiments that intense rainfall causes
a loss of information between the Camera sensor and the object, which cannot be fully
retrieved in real time. Meanwhile, Borkar et al. [14] have proven the presence of artificial
lighting can be a distraction factor which makes lane detection very difficult. In addition,
Koschmieder’s model describes visibility as inversely proportional to the extinction co-
efficient of air, which has been widely used in the last century [38]. This model can be
conveniently defined in [39] by Equation (2).

I(x, λ) = e−β(λ)d(x) · J(x, λ) + [1 − e−β(λ)d(x)] · A(λ) (2)

where x denotes the horizontal and vertical coordinates of the pixel, λ denotes the wave-
length of visible light, β is the extinction coefficient of the atmosphere and d is the scene
depth. Furthermore, I and J denote the scene radiance of the observed and clear images
depending on x and λ, respectively. The last item A indicates the lightness of the observed
scene. Therefore, by analyzing this equation, once the illumination and the extinction
coefficient influence the image observed by the Camera sensor, the estimation of obstacles
can lead to detection errors. These test results can be observed in Figures 5 and 6, which
illustrate the Camera’s lateral detection results.

In general, having the wipers activated during rainfall can help to maintain a clear
view for the Camera, making the detection more stable. However, the performance of the
Camera’s detection is still impacted by other environmental factors, such as the intensity
of the rain and the level of ambient light. These factors can affect the image quality
captured by the Camera, making it more difficult for the system to detect and track objects
accurately. As shown in Table 4, the IQR increases as the rainfall increases. Specifically, the
outlier numbers increase by at least 23% compared to the dry road conditions. It is also
evident that the Camera is susceptible to illumination. In principle, the car body material’s
reflectivity is higher under sufficient lighting. Hence, the extinction coefficient decreases.
Good contrast with the surrounding environment is conducive to recognition. Meanwhile,
artificial lighting provides the Camera with enough light at night to capture clear images
and perform accurate detection. In this scenario, there is a significant increase in outliers.
For dry road conditions, the detected outliers are 55% higher at night than during the
day. In the case of moderate rainfall, the number of outliers increased by 41.7%. The high
uncertainty of detection at night leads to a decrease in average accuracy, as seen in Table 5.
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(a) (b)

(c) (d)

Figure 5. Effect of environmental condition on sensors at daytime in rain simulator (near range).
(a) Lateral distance detection error under dry road conditions; (b) Lateral distance detection error un-
der wet road conditions; (c) Lateral distance detection error under moderate intensity rain conditions;
(d) Lateral distance detection error under heavy intensity rain conditions.

(a) (b)

Figure 6. Effect of environmental condition on sensors at nighttime in rain simulator (near range)
with artificial lightning. (a) Lateral distance detection error under dry road conditions; (b) Lateral
distance detection error under moderate intensity rain conditions.

Comparing Figures 5 and 6, the Camera detection error with the smallest range of
outliers is during the day and on a dry road. In addition, nighttime conditions with moder-
ate rainfall are a challenge for Camera detection, where the outlier range is significantly
increased in Figure 6b. Since the Camera is a passive sensing sensor, like most computer
vision systems, it relies on clearly visible features in the Camera’s field of view to detect
and track objects. For a waterlogged road, the water can cause reflections and glare that
can affect the image quality captured by the Camera and make it difficult for the system to
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process the information accurately. As a result, the average error is greatest in this condition
as illustrated in Table 5.

Table 4. Quantification of the statistics of Camera detection performance in Figures 5 and 6.

Environmental Condition IQR Number of Outliers

Day—Dry 0.154 140
Day—Wet Road 0.154 187

Day—Moderate Rain 0.201 173
Day—Heavy Rain 0.238 162
Night—Dry Road 0.140 217

Night—Moderate Rain 0.171 265

Finally, Figure 7 demonstrates the influence of distance on the detection results and
it can be clearly seen that the effective detection range of the Camera is about 100 m. The
error increases for detection results beyond this range and the confidence interval also
grows, which makes the detection results unreliable.

(a) (b) (c)

Figure 7. Camera, Radar and LiDAR detection performance over the distance. (a) Camera detection
performance; (b) Radar detection performance; (c) LiDAR detection performance.

Table 5. Average lateral detection accuracy comparison of sensors in rain simulator (near range)
in meters.

Environmental Condition Camera Radar LiDAR

Day—Dry 0.019 0.453 0.015
Day—Wet Road 0.111 0.439 0.021

Day—Moderate Rain 0.010 0.472 0.046
Day—Heavy Rain 0.030 0.507 0.073
Night—Dry Road 0.064 0.458 0.035

Night—Moderate Rain 0.088 0.545 0.063

4.2. Radar

In the last decade, Radar-based ADAS has been widely used by almost every car
manufacturer in the world. However, In the millimetre wave spectrum, adverse weather
conditions, for example rain, snow, fog and hail, can have a significant impact on Radar
performance [21]. Moreover, the study of [10] has demonstrated that different rain inten-
sities directly affect the capability of an obstacle to reflect an echo signal in the direction
of a Radar receiver, thus resulting in an impact on maximum detectable range, target
detectability and tracking stability. Therefore, rain effects on the mm-wave Radar can be
classified as attenuation and backscatter. The two mathematical models for the attenuation
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and backscattering effects of rain can next be represented by Equation (3) and Equation (4),
respectively.

Pr =
PtG2λ2σt

(4π)3r4 · V4exp(−2γr) (3)

where r is the distance between Radar sensor and the target obstacle, λ is the Radar
wavelength, Pt is the transmission power, G denotes antenna gain, and σt denotes the
Radar cross-section of the target. The rain attenuation coefficient γ is determined by rainfall
rate and the multipath coefficient is V. From Equation (3), it can be seen that we need to
consider the rain attenuation effects when calculating the received signal power Pr; this is
based on the rain attenuation effects, pathloss and multipath coefficient.

St

Sb
=

8σt

τcθ2
BWπr2σi

(4)

The relationship between the power intensity St of the target signal and that of the
backscatter signal Sb is characterized according to Equation (4). It is essential to maintain
the ratio of the two variables above a certain threshold for reliable detection. Where τ is
pulse duration, θBW denotes antenna beamwidth, c is the speed of light. However, The rain
backscatter coefficient σi is highly variable as a function of the drop-size distribution. There-
fore, Radar will also consume more energy and cause greater rain backscatter interference
from Equation (4). Rainwater could produce the water film on the Radar’s housing and thus
affect the detection effect, which can be observed in Table 6. Although the difference in IQR
values between rainy and clear weather conditions is insignificant, the number of outliers
increases during heavy rainfall. Overall, the Radar is not sensitive to environmental factors.
In particular, illumination level does not affect the Radar’s detection performance and
the IQR values remain consistent with those during the day. Figures 5 and 6 demonstrate
this phenomenon, the ranges of IQR and outliers are basically the same, but when the
rainfall intensity is relative high, the rain backscatter interference leads to more outliers in
Figure 6b.

Table 6. Quantification of the statistics of Radar detection performance in Figures 5 and 6.

Environmental Conditions IQR Number of Outliers

Day—Dry 0.334 113
Day—Wet Road 0.311 74

Day—Moderate Rain 0.350 109
Day—Heavy Rain 0.359 135
Night—Dry Road 0.320 102

Night—Moderate Rain 0.328 196

However, the average error of Radar’s lateral detection results is larger compared
to the Camera and LiDAR, as shown in Table 5. This is because the working principle of
Radar is to emit and receive radio waves, which are less focused and have a wider beam
width compared to the laser used by LiDAR. This results in a lower spatial resolution
for Radar, posing a challenge for lateral detection. LiDAR uses the laser to construct a
high-resolution 3D map of the surrounding environment. At the same time, the Camera
captures high-resolution images that can be processed using advanced algorithms to detect
objects in the scene. This makes LiDAR and Camera systems more suitable for lateral
detection than Radar systems. Finally, comparing the performance of the Camera and
LiDAR in Figure 7, Radar has the farthest detection distance of approximately 200 m, but
the error increases as the distance increases.
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4.3. LiDAR

In recent years, automotive LiDAR scanners have been autonomous vehicle sensors
essential to the development of autonomous cars. A large number of algorithms have
been developed around the 3D point cloud generated by LiDAR for object detection,
tracking, environmental mapping or localization. However, LiDAR’s performance is more
susceptible to the effects of adverse weather. The studies of [19,40] tested the performance
of various LiDARs in a well-controlled fog and rain facility. Meanwhile, these studies
verified that as the rainfall intensity increases, the number of point clouds received by the
LiDAR decreases, which affects the tracking and recognition of objects. This process can be
summarized by LiDAR’s power model in Equation (5).

P(r) = Ep
cηA
2r2 · β · T(r) (5)

This equation describes the power a received laser returns at a distance r, where Ep is
the total energy of a transmitted pulse laser and c is light speed. A represents receiver’s
optical aperture area, η is the overall system efficiency. β denotes the reflectivity of the
target’s surface, which is decided by surface properties and incident angle. This last item
can be regarded as the transmission loss through the transmission medium, which is given
by Equation (6).

T(r) = exp(−2
∫ r

0
α(x)dx) (6)

where α(x) is the extinction coefficient of the transmission medium; extinction is due to the
fact that particles within the transmission medium would scatter and absorb laser light.

From a short review of Equations (5) and (6), we can infer that the rainfall enlarges
the transmission loss T(R) and hence leads to a decrease in the received laser power P(R),
which makes the following signal processing steps fail. In fact, the performance of the
LiDAR is degraded due to changes in the extinction coefficient α and the target reflectivity
β. Most of the previous studies focused on the statistics of point cloud intensities; the point
cloud intensity decreases with rain intensity and distance. However, object recognition
based on deep learning is robust and can resist well the impact of environmental noise
on the accuracy of the final results. This phenomenon can be observed from our statistics
shown in Figures 5 and 6. Although the list of objects output by LiDAR is less influenced by
the environment, there are still performance differences. In Table 7, it can still be seen that
dry road conditions are indeed the most suitable for LiDAR detection and the difference
in IQR between daytime and nighttime is insignificant. Since the tests under the rain
simulator are all close-range detection, the results on wet road surfaces are not much
different from those on dry surfaces. However, once the rain test started, the difference was
noticeable. Raindrops can scatter the laser beams, causing them to return false or distorted
readings. This can result in reduced visibility, making it more difficult for the system to
detect objects and obstacles on the road. Therefore, as the amount of rain increases, LiDAR
detection becomes more difficult. Especially in heavy rain, where the IQR increased by
0.156 m compared to when tested in dry conditions. Additionally, the number of outliers
also significantly increases. Furthermore, Figure 5c,d also demonstrate the phenomenon,
with a larger varying range of outliers under rainy conditions. Meanwhile, The range of
outliers covers the entire observed range of the boxplot in Figure 6b. The influence of rain
on LiDAR performance is evident.
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Table 7. Quantification of the statistics of LiDAR detection performance in Figures 5 and 6.

Environmental Condition IQR Number of Outliers

Day—Dry 0.222 115
Day—Wet Road 0.189 114

Day—Moderate Rain 0.253 131
Day—Heavy Rain 0.378 288
Night—Dry Road 0.172 127

Night—Moderate Rain 0.248 227

In Figure 7c, it can be seen that the detection range of LiDAR can reach 100 m. How-
ever, the effective range of 16-beam LiDAR for stable target tracking is about 30 m. Larger
than this range, tracking becomes unstable and is accompanied by missing tracking. This
is because the algorithms may use a threshold for the minimum signal strength or confi-
dence level required to recognize an object, which limits the maximum range of the object
recognition output. In addition, considering the robustness and accuracy of the algorithm
could filter out point cloud at long ranges due to the limited resolution and other sources
of error, thereby reducing the computational requirements and potential errors associated
with processing data at more distant ranges. Through this method, 16-beam LiDAR can
provide higher resolution and accuracy over a shorter range, which is suitable for many
applications, such as automated driving vehicles and robotics. Only the error is larger in
the closer range, which is caused by the mounting position of the LiDAR. Since our tested
LiDAR is installed in the front end of the vehicle, it is difficult to cover the whole object
when the car is close to the target, which makes the recognition more difficult and less
accurate. However, this problem gradually improves when the target vehicle is far away
from the ego car.

5. Discussion

In this section, we discuss the observations and limitations of sensors for ADAS during
the measurement under the rain simulator. By comparison using Table 5, we calculate
the average detection error of the sensors for different environmental conditions. The
comparison of lateral distance errors reveals that there is no significant difference between
the errors of the Camera and LiDAR sensors, as the average detection error for both sensors
is only 0.054 m and 0.042 m, respectively. Meanwhile, the conclusion drawn in the study
of [40] is consistent with our findings, as changes in the propagation medium of the laser
due to rain and fog weather adversely affect the detection. However, Radar detection is not
as reliable as longitudinal detection, as indicated by the average error of 0.479 m. This is
due to the small amount of point cloud data from the Radar and it is challenging to discern
lateral deviations after clustering, as discussed in [10,20]. Furthermore, the error results
from different environments indicate that Radar is the least affected by environmental
factors. Although Cameras are also less impacted by the rainfall, it should be noted that
the tests were performed with the wipers on. Additionally, in the night test, our results
demonstrated that the detection performance is enhanced by the contrast improvement at
night with sufficient artificial light. Finally, while LiDAR has the highest detection accuracy,
it is susceptible to the amount of rain and the accuracy difference is more than four times.

To investigate the impact of distance on detection accuracy, we aggregated all test
cases in Figure 7 statistically. LiDAR showed an extremely high accuracy rate. The mean
error is observed to be merely 0.041 and the standard deviation is also effectively controlled.
However, the effective detection range of LiDAR is only about 30 m. Beyond this range,
target tracking is occasionally lost. Compared with Radar’s effective detection range of
up to 200 m, it is obvious that there are limitations in the usage scenario. However, the
detection error of both Radar and Camera becomes larger as the distance increases. The
Camera’s average lateral error is 0.617 m, whereas the Radar exhibits a surprisingly high
lateral error of 1.456 m, indicating a potential deviation of one lane as distance increases.
This presents a significant risk to the accuracy of estimated target vehicle trajectories.
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Finally, by using uniform sampling, we calculated the detection error for each sensor under
all conditions as summarized in Table 8.

Table 8. Average lateral detection accuracy comparison of sensors over the full range.

Parameters Camera Radar LiDAR

Mean (m) 0.617 1.456 0.041
Standard Deviation 0.571 0.826 0.118

6. Conclusions

Through a series of experiments, we have shown the impact of unfavourable weather
conditions on automotive sensors’ detection performance. Our analysis focused on lateral
distance detection and we quantitatively evaluated the experimental results. Our studies
demonstrated that rainfall could significantly reduce the performance of automotive sen-
sors, especially for LiDAR and Camera. Based on the results presented in Table 5, it can
be inferred that LiDAR’s detection accuracy diminishes by a factor of 4.8 as the rainfall
intensity increases, yet it still exhibits a relatively high precision. In contrast, the Camera’s
performance experiences less variation in rainy weather, with a maximum reduction of
1.57 times. However, as the Camera is significantly affected by lighting conditions, its
detection accuracy declines by 4.6 times in rainy nighttime conditions compared to clear
weather conditions. Additionally, the detection error fluctuation of Radar was slight but
lacked lateral estimation accuracy. In the same weather conditions, Radar exhibits detection
accuracy that was on average 16.5 and 14 times less precise than Camera and LiDAR,
respectively.

Furthermore, we conducted a series of nighttime tests that illustrated the positive
effect of high artificial illumination on Camera detection. These experimental findings
provide essential insights for automotive manufacturers to design and test their sensors
under various weather and lighting conditions to ensure accurate and reliable detection.
Additionally, drivers should be aware of the limitations of their vehicle’s sensors and
adjust their driving behaviour accordingly during adverse weather conditions. Overall, the
detection performance of different automotive sensors under environmental conditions
provides valuable data to support sensor fusion. For instance, while LiDAR has a maximum
effective detection range of around 100 m, tracking loss occurs beyond 30 m. Thus, to
address the limitations of individual sensors, multi-sensor fusion is a promising approach.

As part of our future work, we aim to conduct a more in-depth analysis of the raw data
obtained from automotive sensors and introduce more rain and Illumination conditions, for
example, introducing more tests for rain and artificial light intensity variation. Raw data
are critical inputs to the perception algorithm and often have a significant impact on the
final detection output. We particularly want to investigate the effects of rainfall on LiDAR’s
point cloud data, as it can significantly impact detection accuracy. Additionally, we plan to
explore the development of a sensor fusion algorithm based on the experimental results.
By combining data from multiple sensors, sensor fusion can compensate for the limitations
of individual sensors, providing a more comprehensive perception of the environment
and enabling safer and more effective decision-making for autonomous driving systems.
Therefore, our future work will focus on improving the accuracy and reliability of sensor
data to enable more robust sensor fusion algorithms.
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Appendix A

(a) (b)

(c) (d)

Figure A1. Effect of environmental condition on sensors at daytime in rain simulator (near range).
(a) Longitudinal distance detection error under dry road condition; (b) Longitudinal distance detec-
tion error under wet road condition; (c) Longitudinal distance detection error under moderate intensity
rain conditions; (d) Longitudinal distance detection error under heavy intensity rain conditions.
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(a) (b)

Figure A2. Effect of environmental condition on sensors at nighttime in rain simulator (near range)
with artificial lightning. (a) Longitudinal distance detection error under dry road condition; (b) Lon-
gitudinal distance detection error under moderate intensity rain conditions.

(a) (b)

(c) (d)

Figure A3. Effect of environmental condition on sensors at daytime in rain simulator (near range).
(a) Velocity detection error under dry road condition; (b) Velocity detection error under wet road
condition; (c) Velocity detection error under moderate intensity rain conditions; (d) Velocity detection
error under heavy intensity rain conditions.
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(a) (b)

Figure A4. Effect of environmental condition on sensors at nighttime in rain simulator (near range)
with artificial lightning. (a) Velocity detection error under dry road condition; (b) Velocity detection
error under moderate intensity rain conditions.

(a) (b)

(c) (d)

Figure A5. Effect of environmental condition on sensors at daytime in rain simulator (near range).
(a) Heading angle detection error under dry road condition; (b) Heading angle detection error under
wet road condition; (c) Heading angle detection error under moderate intensity rain conditions;
(d) Heading angle detection error under heavy intensity rain conditions.
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(a) (b)

Figure A6. Effect of environmental condition on sensors at nighttime in rain simulator (near range)
with artificial lightning. (a) Heading angle detection error under dry road condition; (b) Heading
angle detection error under moderate intensity rain conditions.
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