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Dynamical systems see widespread use in natural sciences like physics, biology, chemistry, as well as engi-
neering disciplines such as circuit analysis, computational fluid dynamics, and control. For simple systems,
the differential equations governing the dynamics can be derived by applying fundamental physical laws.
However, for more complex systems, this approach becomes exceedingly difficult. Data-driven modeling is an
alternative paradigm that seeks to learn an approximation of the dynamics of a system using observations of
the true system. In recent years, there has been an increased interest in data-driven modeling techniques, in
particular neural networks have proven to provide an effective framework for solving a wide range of tasks.
This paper provides a survey of the different ways to construct models of dynamical systems using neural
networks. In addition to the basic overview, we review the related literature and outline the most significant
challenges from numerical simulations that this modeling paradigm must overcome. Based on the reviewed
literature and identified challenges, we provide a discussion on promising research areas.
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1 INTRODUCTION
Mathematical models are fundamental tools for building an understanding of the physical phenom-
ena observed in nature [13]. Not only do these models allow us to predict what the future may
look like, but they also allow us to develop an understanding of what causes the observed behavior.
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2 Legaard et al.

In engineering, models are used to improve the system design [33, 118], design optimal control
policy [23, 25, 35], simulate faults [84, 94], forecast future behavior [122], or assess the desired
operational performance [51].

The focus of this survey is on the type of models that allow us to predict how a physical system
evolves over time for a given set of conditions. Dynamical systems theory provides a essential set
of tools for formalizing and studying the dynamics of this type of model. However, when studying
complex physical phenomenon, it becomes increasingly difficult to derive models by hand that
strike an acceptable balance between accuracy and speed. This has led to the development of fields
that are concerned with creating models directly from data such as system identification [76, 87],
machine learning (ML) [9, 85] and more recently, deep learning (DL) [40].

In recent years, the interest in DL has increased rapidly as evident from the amount of research
being published on the topic [95]. The exact causes behind the success of neural networks (NNs)
are hard to pinpoint. Some claim that practical factors like the availability of large quantities of
data, user-friendly software frameworks [1, 93], and specialized hardware [82] are the main cause
for its success, while others claim that the success of NNs can be attributed to them processing an
inherently good structures for solving a wide variety of problems [95].

The goal of this survey is to provide a practical guide on how models of dynamical systems can
be constructed using NNs as primary building blocks. We do this by walking the reader through
the different models found in the literature, many of which we have implemented in the context of
a simple running example. Furthermore, the successful application of NNs to model and simulate
dynamical systems requires that challenges known from the traditional numerical simulation are
addressed. Whenever relevant, we relate numerical analysis concepts such as error accumulation,
stability, and accuracy/performance trade-offs, to their NN counterparts. Modeling and simulation
of dynamical systems also affect the way that training data and testing data are generated and
split. For instance, when the dynamical system has inputs, an appropriate choice of input profile
has to be taken in order to obtain a good representative dataset while taking into account the
constraints in which the system has to operate. If such a system is a physical system, conducting
these experiments may be costly and require careful planning. The use of NNs for modeling and
simulation of dynamical systems possesses unique challenges, such as ensuring that they generalize
well and that their results are interpretable as physically meaningful. Addressing these challenges is
crucial to ensure that the benefits of using NN to construct models can be reflected in safety-critical
applications and assurance cases.

It should be emphasized that the type of model we wish to construct, should allow us to obtain a
simulation of the system. Rather than providing a formal definition of simulation, we refer to fig. 1,
which shows several topics related to simulation that we will not cover in this paper.

The source code and instructions for running the experiments can be accessed in the
following repo1.

1.1 Related Surveys
We provide an overview of existing surveys related to our work when considering different aspects
of using NNs to simulate dynamical systems. Then, we compare our work with these surveys and
describe the structure of the remainder of the paper.

Application Domain. The broader topic of using ML in scientific fields has received widespread
attention within several application domains [11, 12, 19, 108]. Common for these review papers is
that they focus on providing an overview of the prospective use cases of ML within their domains,
but put limited emphasis on how to apply the techniques in practice.
1https://github.com/clegaard/deep_learning_for_dynamical_systems
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Fig. 1. Simulation and related application areas where machine learning techniques are commonly applied.
The focus of the survey is exclusively on techniques that can generate a simulation based on an initial
condition, as shown on the top left. Although interesting on their own, topics other than simulation are not
covered by the survey. Filtering refers to applications where a sliding window over past observations are used
to predict the next sample or some other quantity of interest. Classification refers to applications where a
model takes a sequence of observations and produces a categorical label, for instance, indicating that the
system is in an abnormal state. Discovering Equations refers to techniques based on ML that aim to discover
the underlying equations of the system. Quantity of Interest refers to applications where a neural network is
used to provide a mapping from an initial condition to some quantity of interest, for instance the steady-state
of the system.

Surrogate Modeling. The field of surrogate modeling, i.e. the theory and techniques used to
produce faster models, is intimately related to the field of simulation with NNs. So it is important
that we highlight some surveys in this field. The work in [61] presents a thorough introduction to
data-driven surrogatemodeling, which encompasses the use of NNs. The authors of [127] summarize
advanced and yet simple statistical tools commonly used in the design automation community: (i)
screening and variable reduction in both the input and the output spaces, (ii) simultaneous use of
multiple surrogates, (iii) sequential sampling and optimization, and (iv) conservative estimators.
Since optimization is an important use case of surrogate modeling, [31] reviewed advances in
surrogate modeling in this field. Finally, with a focus on applications to water resources and
building simulation, we highlight the work in [105, 135].

Prior Knowledge. One of the major trends to address some challenges arising in NNs based
simulation is to encode prior knowledge such as physical constraints into the network itself or
during the training process, ensuring the trained network is physically consistent. The work in
[54] coins this Theory-Guided Data Science and provides several examples of how knowledge may
be incorporated in practice. Closely related to this is the work in [100, 128, 129], which proposes a
detailed taxonomy describing the various paths through which knowledge can be incorporated
into a NN model.

Comparison with this survey. Our work complements the above surveys by providing an in-depth
review focused specifically on NNs rather than ML as a whole. The concrete example helps the
reader’s understanding and highlights the similarities and inherent deficiencies of each approach.
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Fig. 2. A mind map of the topics and model types covered in the survey.

We also outline the inherent challenges of simulation and establish a relationship between
numerical simulation challenges and DL-based simulation challenges. The benefit of our approach
is that the reader gets the intuition behind some approaches used to incorporate knowledge into the
NNs. For instance, we relate energy-conserving numerical solvers to Hamiltonian neural networks,
whose goal is to encode energy conservation, and we discuss concepts such as numerical stability
and solver convergence, which are crucial in long-term prediction using NNs.

1.2 Survey Structure
The remainder of the paper is structured according to the mind-map shown in fig. 2. First, section 2
introduces the central concepts of dynamical systems, numerical solvers, neural networks. Addi-
tionally, the section proposes a taxonomy describing the fundamental differences of how models
can be constructed using NNs. The following two sections are dedicated to describing the two
classes of models identified in the taxonomy: Direct-Solution Models and Time-Stepper Models in
section 3 and section 4, respectively. For each of the two categories, we describe:

• The structure of the model and the mechanism used to produce simulations of a system.
• How the parameters are tuned to match the behavior of the true system.
• Key challenges and extensions of the model designed to address them.

Finally, section 5 provides a summary of the techniques and limitations of the different ways of
constructing models based on NNs.

2 BACKGROUND
Models are an integral tool in natural sciences and engineering that allow us to deepen our under-
standing of nature or improve the design of engineered systems. One way to categorize models is by
the modeling technique used to derive the model: First Principles models derived using fundamental
physical laws, and Data Driven models created based on experimental data.

First, in section 2.1, a running example is introduced, wherewe describe how differential equations
can be used to model a simple mechanical system and how a solver is used to obtain a simulation.
Then section 2.2 introduces the different ways NN-based models of the system can be constructed

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.



Constructing Neural Network-Based Models for Simulating Dynamical Systems 5

and trained. Finally, section 2.3 introduces a taxonomy of the different ways NNs can be used to
construct models of dynamical systems.

2.1 Differential Equations

Fig. 3. The ideal pendulum sys-
temused as a case study through-
out the paper. The pendulum is
characterized by an angle, 𝜃 , and
a angular velocity, 𝜔 .

An ideal pendulum, shown in fig. 3, refers to a mathematical model
of a pendulum that, unlike its physical counterpart, neglects the
influence of factors such as friction in the pivot or bending of the
pendulum arm. The state of this system can be represented by two
variables: its angle 𝜃 (expressed in radians), and its angular velocity
𝜔 . These variables correspond to a mathematical description of the
system’s state and are referred to as state variables. The way that a
given point in state-space evolves over time can be described using
differential equations. Specifically, for the ideal pendulum, we may
use the following ordinary differential equation (ODE):

𝜕2𝜃

𝜕𝑡2
+ 𝑔

𝑙
sin𝜃 = 0, (1)

where 𝑔 is the gravitational acceleration, and 𝑙 is the length of the
pendulum arm. The ideal pendulum eq. (1) falls into the category
of autonomous and time-invariant-systems since the system is not
influenced by external stimulus and the dynamics do not change

over time. While this does simplify the notation and how models can be constructed, it is not the
general case. We discuss the implication of these issues in section 4.3.1.

The equation can be rewritten as two first order differential equations and expressed compactly
using vector notation as follows:

𝑓 (𝑥) =
[
𝜕𝜔
𝜕𝑡
𝜕𝜃
𝜕𝑡

]
=

[
−𝑔

𝑙
sin𝜃
𝜔

]
. (2)

where 𝑥 is a vector of the systems state variables. In the context of this paper, we refer to 𝑓 (𝑥) as
the derivative function or as the derivative of the system.

While the differential equations describe how each state variable will evolve over the next time
instance, they do not provide any way of determining the solution 𝑥 (𝑡) on their own. Obtaining
the solution of an ODE 𝑓 (𝑥) given some initial conditions 𝑥0 is referred to as an initial value
problem (IVP) and can be formalized as:

𝜕

𝜕𝑡
𝑥 (𝑡) = 𝑓 (𝑥 (𝑡)), (3)

𝑥 (𝑡0) = 𝑥0. (4)

The result of solving the IVP corresponding to the pendulum can be seen in fig. 4b which shows
how the two state variables 𝜃 and 𝜔 evolve from their initial state. An alternative view of this can
be seen in the phase portrait in fig. 4a.

In many cases it is impossible to find an exact analytical solution to the IVP, and instead numerical
methods are used to approximate the solution. Numerical solvers are algorithms that approximate
a continuous IVP, as the one in eq. (2), into a discrete time dynamical system. These systems are
often modeled with difference equations:

𝑥𝑘+1 = 𝐹 (𝑥𝑘 ), (5)

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.
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(a) Phase portrait of the ideal pendulumwith a single tra-
jectory drawn onto the phase space. The color denotes
time.

0.5

0.0

0.5

(t)

0 2 4 6 8 10 12
t

0.5

0.0

0.5

(t)

(b) Solution of eq. (3) for the initial conditionmarked
with a star in fig. 4a.

Fig. 4. Diagram of pendulum system and example of the trajectory generated when solving the equation
using a numerical solver.

where 𝑥𝑘 represents the state vector at the 𝑘-th time point, 𝑥𝑘+1 represents the next state vector,
and 𝐹 models the system behavior. Just as with ODEs, the initial state can be represented by a
constraint on 𝑥0, and the solution to eq. (5) with an initial value defined by such constraint is a
function 𝑥𝑘 defined for all 𝑘 ≥ 0. In eq. (5), time is implicitly defined as a discrete set.
We start by introducing the simplest and most intuitive numerical solver, because it highlights

the main challenges well. There are many numerical solvers, each presenting unique trade-offs. The
reader is referred to [14] for an introduction to this topic, to [44, 133] for more detailed expositions
on numerical solution of ODEs and differential-algebraic system of equations (DAEs), to [69] for
the numerical solution to partial differential equations (PDEs), to [78] for an overview of more
advanced numerical schemes, and to [60] for an introduction to quantized state solvers.
Given an IVP – eq. (3) – and a simulation step size ℎ > 0, the Forward Euler (FE) method

computes a sequence in time of points 𝑥𝑘 , where 𝑥𝑘 is the approximation of the solution to the IVP
at time ℎ𝑘 : 𝑥𝑘 ≈ 𝑥𝑘 = 𝑥 (ℎ𝑘). It starts from the given initial value 𝑥0 = 𝑥 (0) and then computes
iteratively:

𝑥𝑘+1 = 𝑥𝑘 + ℎ𝑓 (𝑡𝑘 , 𝑥𝑘 ), (6)
where 𝑓 is the ODE right-hand side in eq. (2) and 𝑡𝑘 = ℎ𝑘 .

A graphical representation of the solutions IVP starting from different initial conditions can be
seen in fig. 4a. For a specific point, the solver evaluates the derivative (depicted as curved arrows in
the plot) and takes a small step in this direction. Applying this process iteratively results in the full
trajectory, which for the pendulum corresponds to the circle in the phase space. The circle in the
phase space implies that the solution is repeating itself, i.e. corresponds to an oscillation in time as
seen in fig. 4b.
The ideal pendulum is an example of a well-studied dynamical system for which the dynamics

can be described using simple ODEs that can be solved using standard solvers. Unfortunately, the
simplicity of the idealized model comes at the cost of neglecting several factors which are present
in a real pendulum. For example, the arm of the real pendulum may bend and energy may be lost
in the pivot due to friction. The idealized model can be extended to account for these factors by

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.
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incorporating models of friction and bending. However, this is time-consuming, leads to a more
complex model that is harder to interpret, and does not guarantee that all factors are accounted for.

2.2 Neural Networks
Today, the term neural network has come to encompass a whole family of models, which collectively
have proven to be effective building blocks for solving a wide range of problems. In this paper, we
focus on a single class of networks, the fully-connected (FC) NNs, due to their simplicity and the
fact that they will be used to construct the models introduced in later sections. We refer the reader
to [40] for a general introduction to the general field of DL.
Like other data-driven models, NNs are generic structures which prior to training have no

behavior specific to the problem which they are being applied. For this reason, it is essential to
consider not only how the network produces its outputs, but also how the network’s parameters
are tuned to solve the problem. For instance, we may consider using a FC NN to perform regression
from a scalar input, 𝑥 , to a scalar output, 𝑦, as shown in fig. 5a. In the context of the survey, we will
refer to the process of producing predictions after training as inference and the process of tuning
the networks weights as training. There can be quite drastic differences in the complexity of the
two phases, the training phase typically being the most complex and computationally intensive.

hidden layer(s)input layer output layer

(a)

1 𝑦 = network(x)

(b) Inference.

1 𝑦 = network(x)
2 loss = L(𝑦, 𝑦)
3 optimizer.step(loss)

(c) Training. This step is typically repeated many
times for different inputs and desired output val-
ues.

Fig. 5. A Fully-connected neural network being used to perform regression from an input 𝑥 to 𝑦, where 𝑦
represents the approximation provided by the NN. Each layer of the network is characterized by a set of
weights that are tuned during training to produce the desired output for a given input. During training, the
loss function L is used as a means to measure the divergence between the output produced by the network,
𝑦, and the desired output 𝑦.

2.3 Model Taxonomy
A challenge studying any fast evolving research field like deep learning, is that the terminology
used to describe important concepts and ideas may not always have converged. This is especially
true in the intersection between deep learning, numerical simulation and physics, due to the influx
of ideas and terminology from the different fields. In literature, there is also a tendency to focus on
the success of a particular technique on a specific application, with little emphasis on explaining
the inner workings and limitations of the technique. A consequence of this is that important
contributions to the field become lost due to the papers being hard to digest.
In an attempt to alleviate this, we propose a simple taxonomy describing how models can be

constructed consisting of two categories: Direct-solution models and time-stepper models, as shown
in fig. 6. Direct-solution models, described in section 3, do not employ integration; rather, they
produce an estimate of the state at a particular time by feeding in the time as an input to the
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Table 1. Comparison of direct-solution models.

Name 𝐼𝑛𝑁𝑁 𝑂𝑢𝑡𝑁𝑁 𝑂𝑢𝑡𝐴𝐷 Uses Equations
Naive direct-solution 𝑡 𝜃, 𝜔

Autodiff direct-solution 𝑡 𝜃 𝜔

Physics-Informed Neural Network 𝑡 𝜃 𝜔, 𝜕𝜔 ✓
Hidden Physics Neural Network 𝑡 𝜃, 𝑙 𝜔, 𝜕𝜔 ✓

network. Time-stepper models, found in section 4, can be characterized by using a similar approach
to numerical solvers, where the current state is used to calculate the state at some time into the
future. The difference between the time-stepper and continuous models has significant implications

(a) Direct-Solution Model. A neural network is used to
parameterize a mapping from a time instance to the
solution corresponding to that time instance.

... ...

(b) Time-Stepper Model. The network, N , pro-
vides the derivative of the system at various
points in state-space, which is then integrated
by a numerical solver, here depicted as

∫
.

Fig. 6. Overview of two distinct model types. Direct-solution models are trained to produce a simulation
without performing numerical integration explicitly. Conversely, Time-steppermodels use the same techniques
known from numerical simulation to produce a simulation of the system.

for how the model deals with varying initial conditions and inputs. Per design, the time-stepper
models handle different initial conditions and inputs, whereas direct-solution models have to be
re-trained. In other words, the time-stepper models learn the dynamics while the direct-solution
models learn a solution to an IVP for a given initial state and set of inputs.

3 DIRECT-SOLUTION MODELS
One approach for obtaining the trace of a system is to construct a model that maps a time, 𝑡𝑘 , to
the solution at that time, 𝑥𝑘 . We refer to this type of model as a direct-solution model.

To construct the model, a NN is trained to provide an exact solution for a set of collocation points
which are sampled from the true system. Another way to view this is that the NN acts as a trainable
interpolation engine, which allows the solution to be evaluated at arbitrary points in time, not only
those of the collocation points. An important limitation of this approach is that a trained model is
fixed for a specific set of initial conditions. To evaluate the solution for different initial conditions,
a new model would have to be trained on new data.
In the literature, this type of model is often applied to learn the dynamics of systems governed

by PDEs and less frequently systems governed by ODEs. Several factors are likely to influence this
pattern of use. First, PDEs are generally harder and more computationally expensive to solve than
ODEs, which provides a stronger motivation for applying NNs as a means to obtain a solution.
Secondly, many practical uses of ODEs require that they can be evaluated for different initial
conditions with ease, which is not the case for direct-solution models.

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.



Constructing Neural Network-Based Models for Simulating Dynamical Systems 9

While the motivation for applying direct-solution networks may be strongest for PDEs, they
can also be applied to model ODEs. The main difference is that a network to model an ODE takes
only time as input, whereas the network used to model a PDE would take both time and spatial
coordinates.
A key challenge in training direct-solution NNs is the amount of data required to reach an

acceptable accuracy and level of generalization. A naive approach that does not leverage prior
knowledge, like the one described in section 3.2, is likely to fit the collocation points very well but
fails to reproduce the underlying trend. A recent trend popularized by Physics-Informed Neural
Networks (PINNs) [101] is to apply clever use of automatic differentiation and equations encoding
prior knowledge to improve the generalization of the model.

The remaining part describes how the different types of direct-solution models, shown in table 1,
can be applied to model the ideal pendulum system for a specific initial condition. First, the
simplest approach is introduced in section 3.2, before progressively moving up to a model type that
incorporates features from all prior models in section 3.5.

3.1 Methodology
The examples of direct-solution models shown in this section use a fully connected NN with 3
hidden layers consisting of 32 neurons each. The outputs of each hidden layer is followed by a
softplus activation function.
Each model is trained on sparse data corresponding to a single trajectory, as shown in fig. 7b.

The intended outcome of the training is to obtain a model that can produce the true solution at any
time instance, not only those of the training data.

3.2 Vanilla Direct-Solution
Direct-solution models produce an estimate 𝑥𝑘 of the system state 𝑥𝑘 at time 𝑡𝑘 . The models learn a
continuous function of time that can be evaluated at any arbitrary point in time by introducing 𝑡𝑘
into the network:

𝑥𝑘 = 𝑁 (𝑡𝑘 ). (7)
To model the pendulum a feed-forward network with a single input 𝑡 and two outputs 𝜃 and 𝜔

could be used to construct the model, as depicted in fig. 7a. To obtain the solution for multiple time
instances the network can simply be evaluated multiple times. There are no dependencies between
the estimates of multiple states, allowing one to evaluate all of these in parallel.

To train the network, the distance between the training trajectory and the predicted trajectory is
used as a loss function:

𝐿𝑝𝑟𝑒𝑑 =

𝑁−1∑︁
𝑖=0

|𝑥𝑖 − 𝑥𝑖 |, (8)

where | · | denotes a distance metric such as the euclidean distance.
It is important to emphasize that the models learn a sequence of system states characterized by a

specific set of initial conditions, i.e. the initial conditions are encoded into the trainable parameters
of the network during training and cannot be modified during inference.

Direct-solution models are sensitive to the quality of training data. NNs are used to find mappings
between sparse sets of input data and the output. Even a simple example in the data-sampling
strategy can influence their generalization performance. Consider the trajectory in fig. 7b; while
the NN trained on the collocation points can produce a prediction that matches the points perfectly,
while its generalization performance is poor, i.e. between the collocation points the predicted
trajectory does not match the true development.

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.
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(a) Network structure.

0.5

0.0

0.5

(t)

0 2 4 6 8 10 12
t

1.0

0.5

0.0

0.5

(t)

true
predicted
numerical
collocation point

(b) Predictions.

1 𝜃 ,𝜔 = network(t)

2 loss = loss_function ((𝜃 , 𝜔), (𝜃 , 𝜔))
3 optimizer.step(loss)

(c) Training.

1 𝜃 ,𝜔 = network(t)

(d) Inference.

Fig. 7. Vanilla direct-solution model. Predictions of the two state variables. Black dots indicate the collocation
points, i.e. the points in which the loss function is minimized. The network fits all collocation points well,
but fails to generalize to the interval between points. Additionally, the predicted 𝜔 is very different to the
approximation obtained using numerical differentiation of 𝜃 .

It is worth noting that there are many ways that this can go wrong, i.e., given a sufficiently
sparse sampling, it is not just one specific choice of training points that makes it impossible for
the network to learn the true mapping. The obvious way to mitigate the issue is to obtain more
data by sampling at a higher rate. However, there are cases where data acquisition is expensive,
impractical or where it is simply impossible to change the sampling frequency.

Consider a system where one state variable is the derivative of the other, a setting which is quite
common in systems that can be described by differential equations. A naive direct-solution model
cannot guarantee that the relationship between the predicted state variables respects this property.
Fig. 7b provides a graphical representation of the issue. While the model predicts both system state
variables correctly in the collocation points, it can clearly be seen that the estimate for 𝜔 is neither
the derivative of 𝜃 nor does it come close to the true trajectory.

3.3 Automatic Differentiation in Direct-Solution
One way to leverage known relations is to calculate derivatives of state variables using automatic
differentiation instead of having the network predict them as explicit outputs. In the case of the
pendulum this means using the network to predict 𝜃 only and then obtaining 𝜔 by calculating the
first-order derivative of 𝜃 with respect to time, as described in fig. 8c and 8d. Fig. 8b shows how
much closer the predicted trajectories are to the true ones, when using this approach.

A drawback of obtaining𝜔 using automatic differentiation (AD) is an increased computation cost
and memory consumption depending on which mode of automatic differentiation is used. Using
reverse mode AD (backpropagation) as depicted in fig. 8a requires another pass of the computation
graph, as indicated by the arrow going from output 𝜃 to input 𝑡 . For training this is not problematic
since the computations carried out during backpropagation are necessary to update the weights
of the network as well. However, using backpropagation during inference is not ideal because it
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(a) Network structure.

0.5

0.0

0.5

(t)

0 2 4 6 8 10 12
t

0.5

0.0

0.5

(t)

true
predicted
numerical
collocation point

(b) Predictions

1 𝜃 = network(t)

2 𝜔 = gradient(𝜃 , t)

3 loss = loss_function ((𝜃 , 𝜔), (𝜃 , 𝜔))
4 optimizer.step(loss)

(c) Training.

1 𝜃 = network(t)

2 𝜔 = gradient(𝜃 , t)

(d) Inference.

Fig. 8. Using automatic differentiation in direct-solution model. The angular velocity is obtained by differen-
tiating the angle with respect to time using automatic differentiation. This approach ensures that an output,
representing the derivative of another output, acts like a true derivative. As a result, the network generalizes
significantly better across both state variables.

introduces unnecessary memory and computation cost. An alternative is to use forward AD which
allows the derivatives to be computed during the forward pass eliminating the need for a separate
backwards pass. Unfortunately, not all deep learning frameworks provide functions for evaluating
the derivatives using forward mode AD [5][table 5]. A likely explanation for this is that typical
workload of evaluating the derivative of the loss with respect to the network’s weights is more
suited to be carried out with reverse-mode AD (backpropagation).

3.4 Physics-Informed Neural Networks
For some modeling scenarios, equations describing the dynamics of the system are known, and
using them to train the model is another way of addressing the data-sampling issue. In what is
known as physics-informed neural networks [101], knowledge about the physical laws governing
the system is used to impose structure on the NN model. This can be done through extending the
loss function with an equation loss term that ensures the solution obeys the dynamics described by
the governing equations

𝐿 = 𝐿𝑒𝑞 + 𝐿𝑐 , (9)

where 𝐿𝑒𝑞 penalizes inconsistencies with the governing equations, and 𝐿𝑐 penalizes differences
between the predicted and true values (we refer to the set of true values as collocation points).
While this technique was originally proposed for solving PDEs, it can also be applied to solve ODEs.
For instance, to model the ideal pendulum using a PINN, we could integrate the expression of 𝑑𝜔
from eq. (1) to formulate the loss as
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(a) Network structure.
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(b) Predictions.

1 𝜃 = network(t)

2 𝜔 = gradient(𝜃 , t)

3 loss_collocation=MSE((𝜃 , 𝜔), (𝜃 , 𝜔))
4 𝜕𝜔 = gradient(𝜔, t)

5 𝜕𝜔𝑒𝑞 = -(g/l) * sin(𝜃 )
6 loss_eq = MSE(𝜕𝜔, 𝜕𝜔𝑒𝑞)
7 loss = loss_collocation + loss_eq
8 optimizer.step(loss)

(c) Training.

1 𝜃 = network(t)

2 𝜔 = gradient(𝜃 , t)

(d) Inference.

Fig. 9. Physics-Informed Neural Network. The network is trained to minimize the error in the collocation
points and to penalize deviations from the equations governing the system.

𝐿 =

𝑁−1∑︁
𝑘=0

|𝑥𝑘 − 𝑥𝑘 | + | 𝜕𝜔
𝜕𝑡

− 𝑔

𝑙
sin𝜃𝑘 |.

Again, we can use automatic differentiation to obtain 𝜕𝜔
𝜕𝑡

by differentiating 𝜃 twice, depicted in
the computation graph shown in fig. 9a. While the higher order derivatives would be cumbersome
to evaluate by hand, it requires only a limited amount of code to implement using AD as shown in
fig. 9c.
A benefit of incorporating the equation loss term in the loss function 𝐿 used to train the NN is

that it reduces the search space of the optimizer to only parameters that yield physically consistent
solutions. It should be noted that both the loss term penalizing the prediction error and the equation
error are necessary to constrain the predictions of the network. On its own, the equation error
guarantees that the predicted state satisfies the ODE, but not necessarily that it is the solution at
the particular time. Introducing the prediction error ensures that the predictions are not only valid,
but are also the correct solutions for the particular points used to calculate the prediction error.
Additionally, it should be noted that the collocation and equation loss terms may be evaluated for a
different set of times. For instance, the equation based loss term may be evaluated for an arbitrary
number of time instances, since the term does rely on accessing the true solution for particular
time instances.

In addition to proposing the introduction of the equation loss, PINNs also apply the idea of using
backpropagation to calculate the derivatives of the state variables, rather than adding them as
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outputs to the network, as depicted in fig. 9a. Being able to obtain the n-th order derivatives is very
useful for PINNs as they often appear in differential equations which the equation loss is based
on. For the ideal pendulum, this technique can be used to obtain 𝜕2𝜃

𝜕𝑡2
(𝑡) from a single output of

the network 𝜃 , which can then be plugged into eq. (2) to check that the prediction is consistent. A
benefit of using backpropagation compared to adding state variables as outputs of the network is
that this structurally ensures that the derivatives are in fact partial-derivatives of the state variables.

Training PINNs effectively using gradient descent based optimization methods requires careful
tuning of the learning rate. Specifically, it has been observed that the boundary conditions and the
physics regularization terms may converge at different rates. In some cases this manifests itself as
a large misfit specifically at the boundary points. The authors of [131, 132] propose a strategy for
weighing the different terms of the loss function to ensure consistent minimization across all terms.

3.5 Hidden Physics Networks
Hidden Physics Neural Networks (HNNs) [103] can be seen as an extension of PINNs that use
governing equations to extract features of the data that are not present in the original training data.
We refer to the unobserved variable of interest as a hidden variable. This technique is useful in
cases where the hidden variable is difficult to measure compared to the known variables or simply
impossible to measure since no sensor exists that can reliably measure it.

For the sake of demonstration, we may suppose that the length of the pendulum arm is unknown
and that it varies with time, as shown in fig. 10b. For the training of PINN this is problematic since
𝑙 is required to calculate the equation loss. A solution to this is to add an output 𝑙 to the network
that serves as an approximation of the true length 𝑙 , as depicted in fig. 10a. The estimated value 𝑙
can then be plugged into the equation based loss term as shown in fig. 10c. It should be emphasized
that 𝑙 is not part of the collocation loss term, since the true value 𝑙 is not known. It is only as a
result of the equation loss that the network is constrained to produce estimates of 𝑙 satisfies the
systems dynamics.
The authors of [103] use this technique to extract pressure and velocity fields based on mea-

surement of dye concentration. In this particular case, the dye concentration can be measured by
a camera, since the opacity of the fluid is proportional to the dye concentration. They show that
this technique also works well even in cases where the dye concentration is sampled at only a few
points in time and in space. Like PINNs, hidden physics models are easily applied to PDEs, but at
the cost of the initial conditions being encoded in the network during training.

The difference between PINNs and HNNs is very subtle; both utilize similar network architectures
and use loss functions that penalize any incorrect prediction violations of governing equations. A
distinguishing factor is that, in HNNs, the hidden variable is inferred based on physical laws that
relate the hidden variable to the observed variables. Since the hidden variables are not part of the
training data, they can only be enforced through equations.

4 TIME-STEPPER MODELS
Recall the approach used tomodel an ideal pendulum, described in section 2. First, a set of differential
equations, eq. (2), were used to model the derivative function of the system. Next, using the function,
a numerical solver was used to obtain a simulation of the system for a particular initial condition.
The challenge of this approach is that identifying the derivative function analytically is difficult for
complex systems.
An alternative approach is to train a NN to approximate the derivative function of the system,

allowing the network to be used in place of the hand derived function, as depicted in fig. 11. We
refer to this type of model as a time-stepper model, since it produces a simulation by taking multiple

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.



14 Legaard et al.

(a) Network structure.
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(b) Predictions.

1 𝜃 , 𝑙 = network(t)

2 𝜔 = gradient(𝜃 , t)

3 loss_collocation=MSE((𝜃 , 𝜔), (𝜃 , 𝜔))
4 𝜕𝜔 = gradient(𝜔, t)

5 𝜕𝜔𝑒𝑞 = -(g / 𝑙) * sin(𝜃 )
6 loss_eq = MSE(𝜕𝜔, 𝜕𝜔𝑒𝑞)
7 loss = loss_collocation + loss_eq
8 optimizer.step(loss)

(c) Training.

1 𝜃 , 𝑙 = network(t)

2 𝜔 = gradient(𝜃 , t)

(d) Inference.

Fig. 10. Hidden-physics network. This network can be viewed as an extension of PINNs, which allows the
network to predict physical quantities that are not available directly in the training data. The example shows
the network used to predict the length of the pendulum arm, 𝑙 , which is set to vary in time for the sake of
demonstration.

... ...

Fig. 11. Time-stepper model. Starting from a given initial condition 𝑥0, the next state of the system 𝑥𝑘+1,
is obtained by feeding the current state 𝑥𝑘 into the derivative network N , producing a derivative that is
integrated using a integration scheme

∫
. The loss L is evaluated by comparing the predicted with the training

trajectory. The process can be repeated for multiple trajectories to improve the generalization of the derivative
network.

steps in time, like a numerical solver. An advantage of this is that it allows well studied numerical
solvers to be integrated into a model with relative ease.
The majority of the differences between two given models can be attributed to: (1) how the

derivatives are produced by the network (2) what sort of integration scheme is applied For instance,
the difference between the direct (section 4.2.1) and Euler time-stepper models (section 4.2.2) is that
the former does not employ any integration scheme, whereas the latter is similar to the Forward
Euler (recall eq. (6)), leading to a significant difference in predictive ability. Other networks, such
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as the Lagrangian time-stepper, section 4.4.1, distinguish themselves on how the derivatives are
produced by the NN. Specifically, this approach does not obtain 𝜕𝜃 and 𝜕𝜔 as outputs from a
network, but instead uses AD in an approach similar to section 3.3. Similar to how an ODE can be
solved with different numerical solvers, the Lagrangian time-stepper could be modified to use a
different integration scheme than FE.
Given the independent relationship between the choice of NN and the numerical solver used,

the models introduced in the sections should not be viewed as an exhaustive list of combinations.
Rather, the aim is to describe and compare the models commonly encountered in literature.

4.1 Methodology
A natural question is how to train a time-stepper model. Compared to the training of a direct-
solution model, the training process of a time-stepper model must take several considerations into
account. First, a time-stepper must be able to produce accurate simulations for different initial
conditions. Second, the future predictions of a time-stepper depends on past predictions, which
may lead to accumulation of error over multiple steps.

The first factor also influences the kind of data used to train a time-stepper model. For example,
several short trajectories, as shown in fig. 11, may be used to train the network. Equivalently, a
few long trajectories may be captured and used for training. In both cases, special care should be
taken that the training data is representative of the data that can be encountered in the intended
application.
The goal of training a time-stepper is to find a model that minimizes discrepancy between the

predicted and the true state, for every point used for training. A simple approach for doing so is to
minimize the single-step error

𝐿 =

𝑁−1∑︁
𝑘=0

|𝑥𝑘 − 𝑥𝑘 |, (10)

where 𝑥𝑘+1 = 𝑥𝑘 + ℎ𝑘 ∗ 𝑁 (𝑥𝑘 ) (here shown for FE solver) and 𝑥0 = 𝑥0. Minimizing the single-step
error is just one of the potential ways to train a time stepper.
For the examples of time-steppers described in this section, we use the single-step criterion

during training. Each model is trained on 100 trajectories, each consisting of two samples; the
initial state and the state one step into the future. The initial states are sampled in the interval
𝜃 : (−1, 1) and 𝜔 : (−1, 1) using Latin hyper-cube sampling, see fig. 11. Each model uses a fully
connected network consisting of 8 hidden layers with 32 neurons each. Each layer of the network
applies a softplus activation function. The number of inputs and outputs are determined by the
number of states characterizing the system, which is 2 for the ideal pendulum. Exceptions to this
are networks such as the Lagrangian network described in section 4.4.1, for which the derivatives
are obtained using automatic differentiation rather than as outputs of a network.

To validate the performance of each model, 100 new initial conditions are sampled in a grid. For
each initial condition in the validation set, the system is simulated for 4𝜋 seconds using the original
ODE and compared with the corresponding prediction made by the trained model. For simplicity,
we show only the trajectory corresponding to a single initial condition, like the one on fig. 12b.

4.2 Integration Schemes
An important characteristic of a time-stepper model is how the derivatives are evaluated and
integrated to obtain a simulation of the system. Again, it should be emphasized that the choice
of the numerical solver is independent of the architecture of the NN used to approximate the
derivative function. In other words, for a given choice of NN architecture, the performance of the
trained model may depend on the choice of solver.
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The choice of numerical solver not only determines how the model produces a simulation of
the system, it also influences how the model must be trained. Specifically, when minimizing any
criterion that is a function of the integrated state, the choice of solver determines how the state is
produced.
In the following subsection, we demonstrate how various numerical solvers can be used and

evaluate their impacts on the performance of the models.

4.2.1 Direct Time-Stepper. The simplest approach of obtaining the next state is to use the prediction
produced by the network directly, as summarized in fig. 12a:

𝑥𝑘+1 = 𝑁 (𝑥𝑘 ),

where 𝑁 represents a generic neural network with arbitrary architecture and 𝑥0 = 𝑥0.
The network is trained to produce an estimate of the next state, 𝑥𝑘+1, from the current state, 𝑥𝑘 .

During training, this operation can be vectorized such that every state at every timestamp, omitting
the last, is mapped one step into the future using a single invocation of the network, as shown in
fig. 12c. The reason for leaving out the last sample in when invoking the NN is that this would
produce a prediction, 𝑥𝑁+1, for which there does not exist a sample in the training set.
At inference time, only the initial state 𝑥0 is known. The full trace of the system is obtained by

repeatedly introducing the current state into the network as depicted in fig. 12d. Note that inference
phase cannot be parallelized in time, since predictions for time 𝑘 + 1 depend on predictions for time
𝑘 . However, it is possible to simulate the system for multiple initial states in parallel, as they are
independent of each other.

...

(a) Network structure.
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(b) Predictions.

1 𝑥 = network(x[0:end -1])
2 loss = MSE(x[1: end],𝑥)
3 optimizer.step(loss)

(c) Training.

1 𝑥 [0] = 𝑥0

2 for n in 0...N-1
3 𝑥[n+1] = network(𝑥[n])

(d) Inference.

Fig. 12. Direct time-stepper. The output of the network is used as the prediction for the next step without
any form of numerical integration. An issue of this type of model is that it fails to generalize beyond the exact
points in state-space that it has been trained for. Over several steps, the error compounds, which leads to an
inaccurate simulation.

The simulation for a single initial condition can be seen in fig. 12b. While, the simulation is
accurate for the first few steps, it quickly diverges from the true dynamics.
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(a) Network structure.
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(b) Predictions.

1 Δ𝑥 = network(x[0:end -1])
2 𝑥 = x[1: end] + Δ𝑥
3 loss = MSE(x[0:end -1],𝑥)
4 optimizer.step(loss)

(c) Training.

1 𝑥 [0] = 𝑥0

2 for n in 0...N-1
3 Δ𝑥 = network(𝑥[n])
4 𝑥[n+1] = 𝑥[n] + Δ𝑥

(d) Inference.

Fig. 13. Residual time-stepper. The output of the network is added to the current state to form a prediction of
the next state. Compared to the direct time-stepper, this method produces simulations that are much closer
to the true system.

4.2.2 Residual Time-Stepper. A network can be trained to predict a derivative like quantity which
can then be added to the current state to yield the next as shown in fig. 13a:

𝑥𝑘+1 = 𝑥𝑘 + 𝑁 (𝑥𝑘 ).

DL practitioners may recognize this as a residual block that forms the basis for residual net-
works (ResNets)[45] which are used with great success in applications spanning from image
classification to natural language processing. Readers familiar with numerical simulation will likely
notice that the previous equation closely resembles the accumulated term in the forward Euler
integrator (recall eq. (6)), but without the term that accounts for the step size. If the data is sampled
at equidistant time steps, the network scales the derivative to adapt the step size.

The central motivation for using a residual network is that it may be easier to train a network to
predict how the system will change, rather than a direct mapping between the current and next
state.

4.2.3 Euler Time-Stepper. Alternatively, the step-size can be encoded in the model by scaling the
contribution of the derivative by the step size ℎ𝑘 (see fig. 14a):

𝑥𝑘+1 = 𝑥𝑘 + ℎ𝑘 ∗ 𝑁 (𝑥𝑘 ). (11)

This resemblance has been noted several times [97] and has resulted in work that interprets residual
networks as ODEs allowing classical stability analysis to be used [15, 110, 111].

The Forward Euler (FE) integrator shown in eq. (11) is simple to implement. However, it accumu-
lates a higher error than more advanced methods, such as the Midpoint, for a given step size. This
issue has motivated the integration of more sophisticated numerical solvers in time-stepper models.
For example, Linear multistep (LMS) methods are used in [102]. LMS, just like multi-step numerical
solvers, uses several past states and their derivatives to predict the next state, resulting in a smaller
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(a) Network structure.
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(b) Predictions.

1 𝑑𝑥 = network(x[0:end -1])
2 𝑥 = x[0:end -1] + h*𝑑𝑥
3 loss = MSE(x[1: end],𝑥)
4 optimizer.step(loss)

(c) Training.

1 𝑥 [0] = 𝑥0

2 for n in 0...N-1
3 𝑑𝑥 = network(𝑥[n])
4 𝑥[n+1] = 𝑥[n] + h[n]*𝑑𝑥

(d) Inference.

Fig. 14. Euler time-stepper. The output of the network is multiplied by the step-size and is added to the
current state to form a prediction for the next state. In this case accounting for the step-size leads to minimal
improvements, if any, compared to the residual time-stepper. This is likely due to the fact that the step-size
used during training is the same as the one used to plot the trajectory in fig. 14b.

Fig. 15. Two equivalent views of time-stepper model.

error compared to FE. Like FE, LMS only requires a single function evaluation per step, making it a
very efficient method. But if the system is not continuous, this method needs to be re-initialized
(meaning that its memory of the past states is cleared) right after a discontinuity occurs [36].

There is an interesting link between time-stepper models and traditional deep NNs. Specifically,
the mathematical operation applied by applying the NN repeatedly is the same as applying a deeper
unrolled network as depicted in fig. 15. However, it should be noted that in the case of the unrolled
network, its parameters are shared, e.g. they are common for all invocations of the network. The
number of evaluations of the NN depends not only on the number of steps taken by the model,
but also by the specific integration scheme used. For example, a Forward Euler integrator needs 1
evaluation of the network, whereas a RK4 method needs 4 evaluations of the network per time
step. Despite RK45 requiring more evaluations of the gradient per step compared to FE, it does not
imply that the method is slower in general. In fact, it is often possible to take significantly larger
steps with RK45 which may outweigh the cost of the extra gradient evaluations [14].
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Fig. 16. Different applications of NODEs. First, NODEs can be used to simulate a dynamical system with
the goal of obtaining a trajectory corresponding to an initial condition. In this case the goal is to train the
derivative network to produce a derivative that produces a good estimate of the true state at every step of
the trajectory. Another use is for classification by treating each input sample as a point in state-space, which
evolves according to the derivative produced by the network. In this case the goal is to train the derivative
network to learn dynamics that leads to samples belonging to each class ending in distinct clusters that are
easily separable.

4.2.4 Neural Ordinary Differential Equations. NODEs [18] is a method used to construct models by
combining a numerical solver with a NN that approximates the derivative of the system. Unlike
the previously introduced models, the term NODEs is not used to refer to models using a specific
integration scheme, but rather to the idea of treating a ML problem as dynamical system that can
be solved using a numerical solver.

Some confusion may arise from the fact that NODEs are frequently used for image classification
throughout literature, which may seem completely unrelated to numerical simulations. The under-
lying idea is that an image can be represented as a point in state-space which moves on a trajectory
defined by an ODE as shown in fig. 16. The goal of this is to find an ODE that results in images of
the same class converging to a cluster that is easily separable from that of unrelated classes. For
single inference, e.g. in image classification, intermediate predictions have no inherent meaning, i.e.
they typically do not correspond to any measurable quantity of the system; We are only interested
in the final estimate 𝑥𝑛 . Due to the lack of training samples corresponding to intermediate steps, it
is impossible to minimize the single step error.
The authors of [18] motivate the use of an adaptive-step size solver by its ability to adjust the

step-size to match a desired balance between numerical error and performance. An alternative
way to view NODEs is as a continuous-depth model where the number of layers is a result of the
step-size chosen by the solver.

From this perspective, stability of NODEs is closely related to the stability of integration schemes
of classical ODEs. To address the convergence issues during training, some authors propose NODEs
with stability guarantees by exploiting Lyapunov stability theory [79] and spectral projections [99].
Another standing issue of NODEs is their large computational overhead during training compared
to classical neural networks. Authors in [28] demonstrated that stability regularization may not
only improve convergence but greatly improve the training times of NODEs. [96] proposes graph
NODEs resulting in training speedups, as well as improved performance due to incorporation of
prior knowledge.
To improve the performance, others have introduced various inductive biases such as Hamil-

tonian NODE architecture [142], or penalizing higher order derivatives of the NODEs in the
loss function [55]. To account for the noise and uncertainties, some authors proposed stochastic
NODEs [42, 48, 70, 74] as generalizations of deterministic NODEs.
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1 𝑥 = odeint(net ,𝑥0,𝑡𝑠𝑡𝑎𝑟𝑡 ,𝑡𝑠𝑡𝑎𝑟𝑡 + ℎ,"rk4")
2 loss = MSE(x,𝑥)
3 optimizer.step(loss)

(c) Training.

1 𝑥 = odeint(net ,𝑥0,𝑡𝑠𝑡𝑎𝑟𝑡 ,𝑡𝑒𝑛𝑑 ,"rk4")

(d) Inference.

Fig. 17. Neural ordinary differential equations. Neural ODEs generally refer to models that are constructed to
use a numerical solver to integrate the derivatives through time. Unlike the previously introduced integration
schemes which mapped to concrete architectures, neural ODEs refer to the idea of using well established
numerical solvers inside a model. Part of neural ODEs popularity is due to the fact that it mimics the
programming APIs of traditional numerical solvers, which makes it easy to switch between different types of
solvers.

A fundamental issue of interpreting trained NODEs as a proper ODEs is that they may exhibit
symptoms such as trajectory crossings and a decrease in performance when decreasing the step-size
during inference [92]. Contrary to this, the solutions of ODEs with unique solutions would never
have intersecting trajectories, as this would imply that, for a given state (the point of intersection),
the system could evolve in two different ways. Some authors have noted that there seems to be a
critical step-size for which the trained network starts behaving like a proper ODE [92]. That is, if
trained with the particular step-size, the network will perform equally well or better if used with
a smaller step-size during inference. Another approach is to use regularization to constrain the
parameters of the network to ensure that solutions are unique. For ResNets this can be achieved by
ensuring that the Lipschitz constant of the network to be less than 1 for any point in the state-space,
which guarantees that a unique solution [7].

To deal with external inputs in NODEs, authors in [27, 88] proposed lifting the state space via
additional augmented variables or a more general way of explicit input dynamics modeling via
additional neural networks [80] called data-controlled NODEs.

4.3 External Input
So far, we have only considered how to apply time-stepper models to systems where the derivative
function is determined exclusively by the system’s state. In practice, many systems encountered
are influenced by an external stimulus that is independent of the dynamics, such as external forces
acting on the system or actuation signals of a controller. To avoid confusion we refer to these
external influences as external input to distinguish it from the general concept of a NN’s inputs.
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...

...

(a) State and input stacked and fed
into the same network.

...

...

+

(b) State and input fed into separate
networks.

Fig. 18. Incorporation of inputs in time stepping model.

The structure of a time-stepper model lends itself well to introducing external inputs at every
evaluation of the derivative function. As a result it is possible to integrate external inputs in
time-stepper models in many ways.

4.3.1 Neural State-Space Models. Inputs can be added to the time-stepper models in a couple of
ways. One way is to concatenate the inputs with the states, as illustrated in fig. 18a:

𝑥𝑘+1 = N([𝑥𝑘 , 𝑢𝑘 ]), (12)

where 𝑥𝑘 and 𝑢𝑘 represent states and inputs at time 𝑡𝑘 , respectively. The evolution of the future
state 𝑥𝑘+1 is fully determined by the derivative networkN . A possible rationale for lumping system
states and inputs are parameter-varying systems, where the inputs influence the system differently
depending on the current state. This approach does not impose any structure on how the state
and input information are aggregated in the network, since the layers of the network make no
distinction between the two.
Alternatively, two separate networks A and B can be used to model contributions of the

autonomous and forced parts of the dynamics, respectively, as seen in fig. 18b. This information
can then be aggregated by taking the sum of the two terms:

𝑥𝑘+1 = A(𝑥𝑘 ) + B(𝑢𝑘 ). (13)

This approach is suitable for systems where the influence of the inputs is known to be independent
of the state of the system, since it structurally enforces models that are independent.
In system identification and control theory, both variants (12) and (13) are referred to as State-

Space Models (SSM) [56, 66, 116, 117]. More recently, researchers [43, 64, 104, 123] proposed to
model non-linear SSMs by using NNs, which we refer to a neural state-space models (NSSM).

Some works proposed to combine neural approximations with classical approaches with linear
state transition dynamics A, resulting in Hammerstein [91], and Hammerstein-Wiener architec-
tures [47], or using linear operators representing transfer function as layers in deep NNs [30].
While, others leverage encoder-decoder neural architectures to handle partially observable dy-
namics [37, 81]. Authors in [26, 120, 121] applied principles of gray-box modeling by imposing
physics-informed constraints on learned neural SSM. The authors of [90] analyzed the effect of
different neural architectures on the system identification performance of non-linear systems, and
concluded that, compared to classical non-linear regressive models, deep neural networks scale
better and are easier to train.

4.3.2 Neural ODEs with External Input. The challenge of introducing external input to NODEs
is that the numerical solver may try to evaluate the derivative function at time instances that
align with the sampled values of the external input. For instance an adaptive step-size solver may
choose its own internal step-size based on how rapidly the derivative function changes in the
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neighborhood of the current state. The issue can be solved using interpolation to obtain values of
external inputs for time instances that do not coincide with the sampling.
External input can also be used to represent static parameter values that remains constant

through a simulation. In the context of the ideal pendulum system, we could imagine that the
length of the pendulum could be made a parameter of the model, allowing the model to simulate the
system under different conditions. The authors of [67] calls this approach parameterized NODEs,
and use this mechanism to train models that can solve PDEs for different parameter values.

Another approach is Neural Controlled Differential Equations (NCDEs) [57]. The term "controlled"
should not be confused with the field of control theory, but rather the mathematical concept of
controlled differential equations from the field of rough analysis. The core idea of NCDEs is to
treat the progression of time and the external inputs as a signal that drives the evolution of the
system’s state over time. The way that a specific system responds to this signal is approximated
using a NN. A benefit of this approach is that it generalizes how a system’s autonomous and forced
dynamics are modelled. Specifically, it allows NCDEs to be applied to systems where NODEs would
be applied, as well as systems where the output is purely driven by the external input to the system.

4.4 Network Architecture
Part of NNs success in recent years can be attributed to the ease with which specialized architectures
can be integrated into a model. In this section, we introduce a few examples of how to integrate
domain specific NNs into a time-stepper model.

First, section 4.4.1 describes how energy conserving dynamics can be enforced by encoding the
problem using Hamiltonian or Lagrangian mechanics. Next, section 4.4.2 demonstrates another
way of enforcing energy conservation which is often encountered in molecular dynamics. Finally,
section 4.4.3 describes how graph neural can be integrated in a time-stepper to solve problems that
are amenable to be represented as graphs.

... ...

Fig. 19. Lagrangian time-stepper. The Lagrangian,
L (not to be confused with the loss function), is
differentiated using AD to obtain the derivative
of the state.

4.4.1 Hamiltonian and Lagrangian Networks. Recall
that the movement in some physical systems hap-
pens as a result of energy transfers within the sys-
tem, as opposed to systems where energy is trans-
ferred to/from the system. The former are called
energy conservative systems. For instance, if the
pendulum introduced in fig. 3 had no friction and
no external forces acting on it, it would oscillate for-
ever, with its kinetic and potential energy oscillating
without a change in its total energy. In physics, a
special class of closely related functions has been
developed for describing a total energy of a system
called Hamiltonian and Lagrangian functions. Both
HamiltonianH and Lagrangian L are defined as a
sum of total kinetic 𝑇 and potential energy 𝑉 of the
system. We start with the Hamiltonian defined as

H(𝑥) = 𝑇 (𝑥) −𝑉 (𝑥), (14)

where 𝑥 = [𝑞, 𝑝] represents the concatenated state vector of generalized coordinates 𝑞 and gen-
eralized momenta 𝑝 . Now, by taking the gradients of the energy function (14), we can derive a
corresponding differential ¤𝑥 = 𝑓 (𝑥) simply equation as

¤𝑥 = 𝑆∇H(𝑥), (15)
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where 𝑆 is a symplectic matrix. Please note that the difference between H and L is their corre-
sponding coordinate system: for the Lagrangian, instead of 𝑥 = [𝑞, 𝑝], we consider 𝑥 = [𝑞, ¤𝑞], where
¤𝑝 = 𝑀 (𝑞) ¤𝑞, with𝑀 (𝑞) being a generalized mass matrix.
Unfortunately, despite their mathematical elegance, deriving analytical Hamiltonian and La-

grangian functions for complex dynamical systems is a grueling task. In recent years, the research
community turned its attention to deriving these types of scalar valued energy functions by means
of data-driven methods [41, 77, 142]. Specifically, the goal is to train a neural network to approxi-
mate the Hamiltonian/Lagrangian of the system, as shown in fig. 19. A key aspect of this approach
is that the derivatives of the states are not outputs of the network, but are instead obtained by
differentiating the output of the network, L, with respect to the state variables [𝜃, 𝜔] and plugging
the results into eq. (14). The main advantage of these Hamiltonian [41, 124] and the closely related
Lagrangian [21, 77], neural networks is that they naturally incorporate the preservation of energy
into the network structure itself. Research into simulation of energy preserving systems has yielded
a special class of solvers, called symplectic, that exploit the structure of energy conservative systems
[52], while authors in [29] proposed extensions for including explicit constraints via Lagrange
multipliers for improved training efficiency and accuracy.

4.4.2 Deep Potential Energy Networks. A similar concept to that of Hamiltonian and Lagrangian
neural networks involves learning neural surrogates for potential energy functions 𝑉 (𝑥) of a
dynamical system, where the primary difference with Hamiltonians and Lagrangians is that the
kinetic terms are encoded explicitly in the time stepper by considering classical Newtonian laws of
motion:

𝑥𝑘+1 = 𝑥𝑘 + 𝑣𝑘 , (16a)

𝑣𝑘+1 = 𝑣𝑘 −
∇V(𝑥)

𝑚
, (16b)

where 𝑥𝑘 , and 𝑣𝑘 are positional and velocity vectors of the system. The gradients of the potential
function are equal to the interaction forces 𝐹 = −∇V(𝑥), while𝑚 being a vector of “masses”.
This approach is extensively being used mainly in the domain of molecular dynamics (MD)

simulations [6, 50, 125, 126, 130, 139]. In modern data-driven MD, the learned neural potentials𝑉 (𝑥)
replace expensive quantum chemistry calculations based, e.g. density functional theory (DFT). The
advantage of this approach for large-scale systems, compared to directly learning high-dimensional
maps of the time steppers, is that the learning of the scalar valued potential function𝑉 (𝑥) : R𝑛 → R
represents a much simpler regression problem. Furthermore, this approach allows to encode prior
information directly into the architecture of the deep potential functions𝑉 (𝑥), such as considering
only local interactions between atoms [119], and encoding spatial symmetries [34, 140]. As a
result, these methods are allowing the researchers in MD to achieve unprecedented scalability with
capabilities of simulating up to 100M atoms on supercomputers [49]. In contrast, training a single
time stepper for such model would require learning a 300M dimensional mapping.

4.4.3 Graph Time-Steppers. Many complex real-world systems from social networks, molecules,
to power grid systems can be represented as graph structure describing the interactions between
individual subsystems. Recent research in graph neural networks (GNNs) embraces this idea by
embedding or learning the underlying graph structure from data. There exists a large body of work
on GNNs whose coverage is outside the scope of this survey. We refer the interested reader to
overview papers [3, 10, 115, 137, 141, 143]. For the purposes of this section, we focus solely on
GNN-based time stepper models applied to modeling of dynamical systems [58, 71].
The core idea of using GNNs inside time-steppers is to use a GNN-based pipeline to estimate

the derivatives of the system as shown in fig. 20. Generally, the pipeline can be split into 3 steps;

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.



24 Legaard et al.

first the current state of the system is encoded as a graph, next the graph is processed to produce
an update of the systems state, finally the update is decoded and used to update the state of the
system. There are many choices for how each of these steps are implemented.

... ...

Fig. 20. Simplified view of a Graph time-stepper.
During each step of the simulation, the current
state is encoded as a graph (Enc) which is then
used to compute the change in state variable be-
tween the current and next time step (Proc). Fi-
nally, the change in state is decoded to the orig-
inal state-space to update the state of the sys-
tem (Dec).

One of the early works includes interaction net-
works [4] or neural physics engine (NPE) [16]
demonstrating the ability to learn the dynamics in
various physical domains in smaller scale dimen-
sions, such as n-body problems, rigid-body collision,
and non-rigid dynamics. Since then, the use of GNNs
rapidly expanded, finding its use in neural ODE time
steppers [112] including control inputs [72, 114],
dynamic graphs [109], or considering feature en-
coders enabling learning dynamics directly from the
visual signals [134]. Modern GNNs are trained us-
ing message passing (MP) algorithms introduced in
the context of quantum chemistry application [39].
In GNNs, each node has associated latent variables
representing values of physical quantities such as
positions, charges, or velocities, then in the MP step,
the aggregated values of the latent states are passed
through the edges to update the values of the neigh-
boring nodes. This abstraction efficiently encodes
local structure-preserving interactions commonly occurring in the natural world. While early
implementations of GNN-based time steppers suffered from larger computational complexity, more
recent works [113] have demonstrated their scalability to ever larger dynamical systems with
thousands of state variables over long prediction horizons. Due to their expressiveness and generic
nature, GNNs could in principle be applied in all the time-stepper variants summarized in this
manuscript, some of which would represent novel architectures up to date.

4.5 Uncertainty
So far, we have considered only the cases of modeling systems where noise-free trajectories
were available for training. In reality, it is likely that the data captured from the system does not
represent the true state of the system, 𝑥 , but rather a noisy version of the original signal perturbed
by measurement noise. Another source of uncertainty is that the dynamics of the system itself
may exhibit some degree of randomness. One cause of this would be unidentified external forces
acting on the system. For instance, the dynamics by a physical pendulum may be influenced by
vibrations from its environment. The following subsections introduce several models that explicitly
incorporate uncertainty in their predictions.

4.5.1 Deep Markov Models. A deep Markov model (DMM) [2, 32, 65, 73, 86] is a probabilistic model
that combines the formalism of Markov chains with the idea that NNs can be used as effective
function approximators. A Markov chain is a latent variable model, which assumes that the values
we observe from the system are determined by an underlying latent variable, which can not be
measured. This idea is very similar to a SSM, the difference being that a Markov chain assumes
that the mapping from latent to observed variable is probabilistic and that evolution of the latent
variable is not fully deterministic.
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...
x

xx

Fig. 21. Deep Markov Model with inference network. The value of 𝑧0 is estimated by an inference network 𝑁𝑖

based on several samples of the observed variable. The transmission function, approximated by the network
𝑁𝑡 , maps the current value of 𝑧 to a distribution over 𝑧 one step ahead in time. The emission function,
approximated by 𝑁𝑒 , maps each predicted latent variable to a distribution of the corresponding 𝑥 value in
the original observed space. Note that the output of each network is the parameters of a distribution, which
is then sampled to obtain a value that can be fed into the next stage of the model.

The relationship between the observed and latent variables of a DMM, can be specified as:

𝑧𝑘+1 ∼ Z(𝑁𝑡 (𝑧𝑘 )) (Transition) (17a)
𝑥𝑘 ∼ X(𝑁𝑒 (𝑧𝑘 )) (Emission) (17b)

where 𝑧𝑘 represents the latent state vector, and 𝑥𝑘 is the output vector. Here,Z and X represent
probability distributions, commonly Gaussian distributions, modeled by maps 𝑁𝑇 (z𝑘 ) or 𝑁𝑒 (z𝑘 ),
respectively.
A natural question to ask is how the observed and latent variables are represented, given that

they are probability density functions and not numerical values. A solution to pick distributions
that can be represented in terms of a few characteristic parameters. For instance, a Gaussian can
be represented by its mean and covariance. The process of performing inference using a DMM is
shown in fig. 21.
An obstacle to training DMMs using supervised learning is the fact that the training data only

contains targets for the observed variables 𝑥 , not the latent variables 𝑧. Instead, a popular approach
for training DMMs is using variational inference (VI). It should be noted that VI is a general method
for fitting the parameters of statistical models to data. In this special case, we happen to be applying
it in a case where there is a dependence between samples in time. As such we refer to [65] for a
concrete training algorithm based on VI that is suitable for training DMM.

While probability distributions in classical DMMs are assumed to be Gaussian, recent extensions
proposed the use of more expressive but also more computationally expensive deep normalizing
flows [38, 106]. Another variant of DMM includes additional graph structure for possible encoding
of useful inductive biases [98]. DMMs are typically being trained using the stochastic counterpart of
the backpropagation algorithm [107], that is part of popular open-source libraries such as Pytorch-
based Pyro [8] or TensorFlow Probability [24]. Applications in dynamical systems modeling span
from climate forecasting [17], molecular dynamics [136], or generic time series modeling with
uncertainty quantification [83].

4.5.2 Latent Neural ODEs. Latent neural ordinary differential equations (Latent NODEs) [18] is
an extension of NODEs which introduces an encoder and decoder NN to the model as shown in
fig. 22. The core of the idea is that information from multiple observations can be aggregated by
the encoder network 𝑁𝑒𝑛𝑐 to obtain a latent state 𝑧0, which characterizes the specific trajectory. A
convenient choice of encoder network for time series is a RNN because it can handle a variable
number of observations. The system can then be simulated using the same approach as NODEs to
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...

x x

Fig. 22. Latent Neural ODEs. An encoder network is used to obtain a latent representation of the system’s
initial state, 𝑧0, by aggregate information from several observations of the systems [𝑥𝑤 , 𝑥𝑤−1, ..., 𝑥0]. The
system is simulated for multiple steps to obtain [𝑧0, 𝑧1, ..., 𝑧𝑛]. Finally, the latent variables are mapped back
to the original state-space by a decoder network.

produce a solution in the latent space. Finally, a decoder network maps each point of the latent
solution to the observable space to obtain the final solution.
Separating the measurement, x𝑘 , from the latent system dynamics, z𝑘 , allows us to exploit the

modeling flexibility of wider NNs capable of generating more complex latent trajectories. However,
by doing so it creates an inference problem of estimating unknown initial conditions of the hidden
states for both deterministic [68, 121] and stochastic time-steppers [20, 62, 63, 68].
A difference between a latent NODEs and DMMs is that the former treats the state variable as

a continuous-time variable and the latter treats it as discrete-time. Additionally, latent NODEs
assumes that the dynamics are deterministic.

Fig. 23. Bayesian Neural Ordinary Differential Equations. The parameters of the network are characterized
by a probability distribution. The parameter distributions are sampled multiple times and used to simulate
the system, producing multiple trajectories as shown to the right. To get a single prediction, the predictions
can be averaged.

4.5.3 Bayesian Neural Ordinary Differential Equations. BNODEs [22] combine the concept of a
NODE with the stochastic nature of Bayesian Neural Networks BNN [53]. In the context of a BNN,
the term Bayesian refers to the fact that the parameters of the network are characterized by a
probability density function rather of an exact value. For instance, the weights of the networks
may be assumed to be approximately distributed according to a multivariate Gaussian.
A possible motivation for applying this formalism is that the uncertainty of the model’s pre-

dictions can be quantified, which would otherwise not be possible. To obtain an estimate of the
uncertainty, the model can be simulated several times using different realizations of the model’s
parameters, resulting in several trajectories as shown in fig. 23. The ensemble of trajectories can
then be used to infer confidence bounds and to obtain the mean value of the trajectories.
A drawback of using BNNs and extensions like BNODEs is that they use specialized training

algorithms that generally do not scale well to large network architectures. An alternative approach
is to introduce sources of stochasticity during the training and inference, for instance by using
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dropout. A categorization of ways to introduce stochasticity that do not require specialized training
algorithms is provided in [53, Sec 8].

multiple simulations

Fig. 24. Neural Stochastic Differential Equations. The network N is used to approximate the deterministic
drift term of the SDE and the diffusion term is a Wiener process. Multiple trajectories are produced by solving
the SDE multiple times, corresponding to different realizations of the Wiener process.

4.5.4 Neural Stochastic Differential Equations. Neural Stochastic Differential Equations NSDEs [75]
can be viewed as a generalization of an ODE that includes one or more stochastic terms in addition
to the deterministic dynamics. Like the DTMC a SDE often includes a deterministic drift term and
a stochastic diffusion term, such as Weiner process:

𝑑𝑋 = 𝑓 (𝑥 (𝑡))𝑑𝑡 + 𝑔(𝑥 (𝑡))𝑑𝑊𝑡 . (18)

Conventionally, SDEs are expressed in differential form unlike the derivative form of an ODE. The
reason for this is that many stochastic processes are continuous but cannot be differentiated. The
meaning of eq. (18) is per definition the integral equation:

𝑥 (𝑡) = 𝑥0 +
∫ 𝑡

0

𝑓 (𝑥 (𝑠))𝑑𝑠 +
∫ 𝑡

0

𝑔(𝑥 (𝑠))𝑑𝑊𝑠 . (19)

As is the case for ODEs, most SDEs must be solved numerically, since only very few SDEs have
analytical solutions. Solving SDEs requires the use of algorithms which are different from those
used to solve deterministic ODEs. Covering these are outside the scope of this paper, instead we
refer to [59, Chapter 9] for an in depth coverage. However, in the context of NSDEs we can simply
think of the solver as a means to simulate systems with stochastic dynamics.

There are several choices for how to incorporate the use of NNs for modelling SDEs. For instance,
if the stochastic diffusion term is known, a NN can be trained to approximate the deterministic
drift term of eq. (18) as in the case of [75, 89]. Another approach is to use NNs to parameterize
both the drift and diffusion terms [46]. Additionally, there are approaches such as [138], which
incorporate the idea from both NSDEs and BNNs, by modeling both evolution of the state variables
and network parameters as SDEs.

While NSDEs provide a strong theoretical framework for modeling uncertainty, they are complex
compared to their deterministic counterparts. One way to address this is to examine if simpler and
computationally efficient mechanisms like injecting noise or using dropout can achieve some of
the same effects as adopting a fully SDE based framework.

5 SUMMARY
In recent years, there has been an increased interest in applying NNs to solve a diverse set of
problems encountered in engineering and natural sciences. A consequence of the multidisciplinary
applications is that no consistent terminology or notation has been developed, making papers hard
to digest for all but experts in the field. These papers, often constrained in space, put great emphasis

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: November 2021.



28 Legaard et al.

on describing the application and the physics involved, at a cost of omitting details like how the
NN was trained and limitations of proposed methods.

This review focuses on providing an easy-to-follow overview of the techniques used to construct
models for simulating dynamical systems. Specifically, we categorized the models encounter in
the literature into two distinct types: direct-solution- and time-stepper models. For each type of
model, we provided a concrete guide on how to construct, train and use the model for simulation.
Starting from the simplest possible model, we successively introduced more advanced variants and
established the differences and similarities between the models. Additionally, source code for many
of the models described in the paper can be used as a reference for detailed implementation of each
model.

While this survey gives a broad overview of the different ways to construct models of dynamical
systems using NNs, the diversity of NNs and the physical phenomena being modelled, makes it
infeasible to cover all possible ways to construct these models. As such, an important research
direction is to examine if any general insight can be gained into which aspect of a model’s design
has the greatest impact on its ability to approximate a dynamical system. The development of this
area can benefit greatly from the joint effort of DL and modelling and simulation. We hope that this
survey can support this goal by presenting the most important concepts in a way that is accessible
to practitioners from either domain.
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